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PREFACE

The purpose of this book is primarily 1o review and collect under one cover
summaries of contributions to the topic of Ocean Acoustic Tomography by Rus-
sian rescarchers. It was a joint cffort by the Naval Rescarch Laboratory (NRL)
of the United States and the Institute of Applied Physics of the Russian Academy
ol Seiences (IAP-RAS). The work was jointly supported by the Office of Naval
Research (ONR) of the United States and the Russian Foundation for Basic Re-
scarch (RFBR).

This book is one of a series published by IAP-RAS that deals with various
interrelated problems of synthesis and analysis of underwater acoustic signals.
These books include:  The Foundation of Acoustical Fields in Oceanic
Waveguides, 1991 (in Russian); The Foundation of Acoustical Fields in Oceanic
Waveguides C Reconstruction of Inhomogeneities, 1994 (in Russian); The
Foundation of Acoustical Fields in Oceanic Waveguides, 1995 (in English); The
Fonndation of Acoustical Fields in Oceanic Waveguides C Coherence Phenom-
ena, 1997 (in English); and The Foundation of Acoustical Fields in Oceanic
Waveguides C Reconstruction of Inhomogeneities in Shallow Water, 1998 (in
English).

While the United States has taken onc direction in the development of to-
mographic methods for the study of the World Occan, the Russians have taken
another. The goal here is not only to review Occan Acoustic Tomography, but
also to slant the review with a Russian {lavor. This review, however, would not
be complete without including selected con(ribution from the American literature
on this topic. An excellent book by the inventors and carly developers of Ocean
Acoustic Tomography (Walter Munk, Peter Worcester, and Carl Wunsch) al-
ready cxists that details the contributions of the United States to the subject. The
US literature will be cited less frequently than Russian works in this review be-
causc the American publications on topics of Occan Acoustic Tomography arc
more accessible and betier known to the American scientific community.

They also thank all the authors whose works have becn include here in al-
tercd and condensed forin. The present authors, however, take full responsible
for any errors that may appear in their altcration of the original works. To those



authors whose works have been used extensively with their permission we owe
special thanks. They include: D.I. Abrosimov, E.L. Borodina, L.M. Brek-
hovskikh, I.B. Burlakova, L.LN. Didenkulov, V.N. [Fokin, A.G. Nechaev, V.V.
Goncharov, A.Yu. Kazarova, B.FF. Kur'ianov. The authors and their respective
institutes are grateful to ONR for support of this review. V.M. Kurtepov, L.Ya.
Lubavin, Yu.V. Petukhov, I.P. Smirnov, A.A. Stromkov, A.I. Vedenev, and
V.Yu. Zaitsev. The present authors also regret not mentioning other major con-
tributors they may have overlook in the above credits.
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Chapter 1:

INTRODUCTION: CONCEPTS IN ACOUSTIC MODELING AND
TOMOGRAPHY

1.1 TOMOGRAPHY AS A PRACTICAL TOOL FOR SOLVING INVERSE
PROBLEMS

A process of sensing (or probing) the internal structure of objects by
propagating waves through them and analyzing the resulting field is a practical
example of solving an inverse problem. This process is described mathematically by
an integral equation:

[[vR L 0g(rr)drdi =0 (R,1), (1.1

where r, R are position vectors, g(r,7) is a function of the characteristics of the object
under observation, ¢(R,¢) corresponds to measured data, and y(R,/;r,1) is the kernel
of the integral equation. The kernel is determined by the structure of the unperturbed
medium and by the measurement scheme. The integral in Eq. (1.1) is constructed
from functions that describe properties of the medium along wave propagation paths
crossing the inhomogeneity at different angles in a given section (or slice). Thus,
measuted data on the right-hand side of Eq. (1.1) contain information about medium
characteristics. The acoustically observabie integral properties, which are described
by the function @(R.), can represent travel time or attenuation.

Although the inverse problem has different methods of solution, a procedure
introduced in 1917 by Radon [1] has come to be called "tomographic reconstruction”,
or "tomography." Tomography, from the Greek word "tomos", means a layer (or
slice). Thus, it implies a process of layer-by-layer reconstruction of the structure by
using various types of probing waves. Generally, tomography is based on a principle
that determines how to change the parameters of the kernel of the integral equation
and how to connect these changes to measured data and properties of the object. The
result is a practical solution of the integral equation in terms of a series of measured
projections. Changes in the kernel of the integral equation determine the methods and
algorithms for the measurements of the tomographic projections, or vice versa.
Tomographic reconstruction is the restoration of differential characteristics of the
observed object by mutual processing of all projections. For some cases, the
procedure of reconstruction can be reduced to a well-known integral transformation,
like the Fourier or Fresnel transformations {2, 3], but more often the transformations
are represented on the basis set of Generalized Functions [3] or on the basis of
Empirical Orthogonal Functions (EOF) [4].



Radon’s ideas are fundamental principles of the reconstruction of localized
characteristics of inhomogeneities from the measured integral characteristics. The
successful application of these principles for solving practical problems has been
attained only when the development of theory and numerical algorithms [5], and the
manufacture of powerful digital computers came together in the early 1970's. This
has resulted in a veritable revolution in medical radiology that has allowed the
imaging of the internal organs of the human body. Techniques have subsequently
been developed for the X-ray and ultrasonic applications [6, 7].

1.2 GOALS OF TOMOGRAPHIC RECONSTRUCTIONS
FOR THE OCEANS

Electromagnetic and optical methods for the remote sensing of the ocean
environment are well-known. However, these methods are generally limited to
sensing phenomena in the oceans’ upper layers. Acoustic waves, which interact with
the ocean, transport information about the conditions in the ocean volume,
particularly, about inhomogeneities and variations in medium parameters. Acoustic
waves can be an effective tool for remote investigations of the ocean volume, ocean
bottom, as well as the ocean surface, because of their ability to propagate long
distances in ocean waveguides. Accordingly, the goal of acoustic remote sensing is
a reconstruction of the characteristics of inhomogeneities by measuring the parameters
of the received acoustic signals.

Remote sensing by acoustic waves was an essential tool for the investigation
of ocean structure even before the introduction of basic tomographic concepts into the
ocean study [8-11] (for example, the ubiquitous acoustic depth sounder). The
tomographic method for the reconstruction of localized (differential) characteristics
of the ocean medium was proposed by Munk and Wunsch in 1979 [12]. They aiso
introduced the term of "Ocean Acoustic Tomography” (OAT). OAT has refined
ocean sensing and established the distinct methodology for the study of the ocean
medium on many scales from the minute to the global.

Acoustic signals propagating along acoustic paths contain integrated
information about all inhomogeneities that are distributed along these paths. Each
measurement of the acoustic signal gives us only averaged information about all
inhomogeneities along the path of propagation [8-10, 13]. On the other hand, the
tomographic approach allows for simultaneous measurements of the observation
environment with overlapping, but different views. It provides for the reconstruction
of inhomogeneities in the volume when the observation system is properly configured
and the resulting data are analyzed with the appropriate algorithms. The spatial
distributions (images) of the characteristics of inhomogeneities in the observed area
can be determined by scanning different properties of the sensing acoustic waves.
The reconstruction of the spatially localized (differential) characteristics of media
(inhomogeneities in the ocean volume in our case) is a goal of ocean acoustic
tomography.

Tomographic methods can be applied to the solution of many practical
problems associated with the marine endeavors of mankind: exploitation of marine
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resources, including fisheries and minerals; prediction of weather and climatic
changes, including the monitoring of the global warming; underwater engineering
aciivity; and marine navigation. The tomographic reconstruction of oceanic
inhomogeneities and their temporal variability can help oceanographic research, such
as the study of motion of the water masses in flows and eddies, investigations of the
characteristics of different types of ocean waves (surface waves, internal waves,
Rossby waves), and the study of small-scale phenomena (bubble clouds and fish
shoals) [8, 9, 11]. For an important contemporary concern, tomography can
contribute in the study of the global warming [12, 14, 15]. Thus, there is a broad arca
of problems associated with marine commercial activity and oceanographic rescarch
that can be solved by the methods of ocean acoustic tomography.

Some of the major factors promoting the creation and development of OAT
methods are:

a) Practical applications associated with needs to understand the ocean;

b) Success of the acoustic monitoring of the ocean;

¢) Development of techniques for acoustic tomography;

d) Creation of powerful digital computers; and

e) Development of theories and algorithms for modeling acoustic propagation
and scattering in the ocean and methods for solving integral equations.

This list is not complete; in fact, we have only sketched the variety of problems that
can be resolved by tomographic methods. While the United States has taken one
direction in the development of these methods, the Russians have taken another. Our
goal here is not only to review ocean acoustic tomography, but also to slant the review
with a Russian flavor. This review, however, would not be complete without
including the broad American literature on this topic. An excellent book by the
inventors of ocean acoustic tomography already exists that details the contributions
of the USA to the subject [ 16]. The US literature will be cited less frequently than
Russian works in this review because the American publications on topics of OAT are
more accessible and better known to the American scientific community.

In summary, it is important to mention that the monitoring of large ocean
regions can be carried out by using OAT and can supplement electromagnetic and
optical remote sensing for a more complete description of the ocean. The
mathematical and physical bases of the tomographic methods have been developed
before its application to the monitoring of the ocean [1, 5, 6, 19-20]. Therefore, ocean
acoustic tomography can be considered as an adaptation of those bases to ocean
conditions. However, investigations have shown that this generalization has not been
easily achieved due to the specific conditions for acoustic signal propagation in ocean
waveguides and due to engineering problems associated with measurements in the
ocean.

A choice of the particular tomographic approach for the solution of a given
ocean observation problem depends on the nature of the inhomogeneity to be
investigated and the background ocean conditions in which signals are measured.
Moreover, the OAT algorithm, similar to the solution of the inverse problem, is
dependent on the ability to model the forward acoustic propagation in the ocean, and
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to model the particular types of inhomogeneities and their effects on acoustic
propagation. Before discussing OAT in dezail, it is useful to mention a few aspects
of acoustic modeling and some models describing oceanic inhomogeneities.

1.3 MODELS OF ACOUSTIC WAVE PROPAGATION IN THE OCEAN

The layered waveguide is a simple model for horizontally stratified regions of
the ocean. Sound speed changes rapidly with depth in such waveguides, but changes
in range are generally relatively weak. An underwater sound channel trapping
acoustic signals arises for a special vertical sound speed profile, c(z), for which there
is a minimum value of the sound speed at a certain depth.

Acoustic waves in different ocean waveguides propagate in the form of
space-time structures which can be observed and described within ray or modal
representations [3, 8, 16, 22]. Both representations of acoustic waves can be obtained
as solutions to the Helmholtz equation describing the propagation of a linear harmonic
wave:

Vip+kip=0, (1.2)

where V? is the Laplace operator, p - p(x,y,z) is the sound pressure, k = w/c(xy,z) is the
wavenumber, and o is the angular frequency. Further, o= 2n/=2n/7, where / is the
frequency and 7 is the period of the sound wave.

If the medium is weakly inhomogeneous, i.e., if the magnitude of the sound-
speed gradient, |Vcl, satisfies the condition

&|Vc|«], (1.3)
c

where % is the wavelength, the medium is said to satisfy the adiabatic approximation.
Under the condition of the adiabatic approximation, the solution of Eq. (1.2) can be
represented as a ray series:

N
p(R) =Y A (R)explik, W, (R)], (1.4)
n=i

where R is the position vector of the point with coordinates (xy.2), 4, and kW, are
the amplitudes and the phases of rays, k,=w/c,, and ¢, is the reference sound speed
at some fixed point of waveguide (usually at the point where the sound source is
located). The values 4, and #, can be determined from the transport and eikonal
equations of the ray acoustics, and the latter is called the eikonal [8].

_ For the case of horizontally layered waveguides, the solution of the Helmholtz
equation can be decomposed into a sum of basis functions (modes) by the method of
separation of variables. According to the boundary conditions and the radiation
conditions at infinity, the solution can be written as the sum of waveguide modes:
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plrz) -y cmq:)m(:)H(f”( K7 ), (1.5)
m=|

where r is the horizontal distance in the two-dimensional cylindrical coordinate
system (azimuthal symmetry is assumed), x,, is the horizontal wavenumber for the mth

mode, and the ¢, s are the vertical eigenfunctions for the waveguide modes, H." is
the zero-order Hankel function of the first kind, and the ¢, s are the excitation

coefficient of waveguide modes [8].

A choice of the ray or modal representations (by Eq. (1.4) or by Eq. (1.5),
respectively) in ocean waveguides is determined by efficiency and convenience of
their application. The effectiveness of the description of the interaction of sensing
acoustic waves with inhomogeneities is important for the solution of the inverse
problem and, in particular, for tomographic reconstruction. Thus, the mode approach
can be used for calculating acoustic-wave propagation in shallow water. The shallow-
water case usually corresponds to the ratio of the water-column depth to the signal
wavelength not exceeding ten. On the conirary, the ray approximation is more
effective for calculating high-frequency acoustic wave propagation in deep water,
especially, for the cases of horizontally inhomogeneous waveguides.

Rays. Initially, tomographic principles were proposed for the reconstruction of
relatively smooth sound speed variations in the ocean (cf. Eq. (1.3)). The travel-time
delays between ray pulses crossing the observed inhomogeneities at different angles
can be measured in this case [12]. Investigations have also shown that the ray
approach is effective enough for numerical estimation of phenomena associated with
propagation of acoustic waves in the deep ocean, as well as their interaction with
inhomogcneities.

Modes. In shallow water the interference among the numerous boundary-reflected
paths creates space-time structures which are more readily described by modes. The
separated waveguide modes play the role of elementary tomographic projections, and
the measured parameter can be the phase of the mode. In the case of the interaction
of sensing waveguide modes with smooth inhomogeneities, the modal adiabatic
approximation can be used [8, 23].

Thus, for the cases of relatively smooth inhomogeneities, which allow the use
of the adiabatic approximation, either ray or modal acoustic-wave descriptions can be
applied as convenience dictates. For oceanic inhomogeneities characterized by more
sharply defined boundaries, a coupling between modes exists, so that a transfer of
acoustic energy among the different modes or rays occurs. In these cases diffraction
and scattering models must be used to describe the interaction of the probing waves
with these sharply defined inhomogeneities. Different diffraction and scattering
models have been developed for the investigation of the efficiency of tomographic
methods for reconstruction of this type of oceanic inhomogeneities [22, 24-32].
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1.4 TYPES OF OCEANIC INHOMOGENEITIES

Characteristics of oceanic inhomogeneities are determined by various
hydrophysical processes in the ocean environment. Very broad limits of the
variability of spatial, /., and temporal, 7, inhomogeneity scales in the ocean are the
results of the complex processes associated with ocean dynamics and different types
of inclusions in the ocean. Furthermore, tomographic methods are not limited to the
applications in the water column. Inhomogeneities in the bottom and bottom
propertics are also a subject for tomographic investigations. However, in the
following discussion we shall focus mostly on the ocean dynamical processes in the
water column.

As measurements and experimental observations have shown, the spatial and
temporal scales of oceanic inhomogencities are bounded by the following values:
107%< L <10° mand 1073« T<10% s, These overall space-time scales of inhomogengities
in the ocean can be further subdivided into micro-scale, meso-scale, synoptic, and
gyro-scale inhomogeneities. The subdivisions are related to the basic ocean dynamic
processes and can be distinguished by the following approximate classification
scheme presented in the literature [9, 10, 13, 24, 33].

Micro-Scale Inhomogeneities. The following inhomogencities can be classified as
micro-scale:

a) micro-scale turbulence:

1079 L.210m, 10 < T<10 55
b) vertically layered ocean structures:

1073< L <10m, 10%< T=<10* s;
¢) capillary surface waves:

1003 L<107%m, 107"« T<10 s;
d) gravity surface waves:

107 < L <10%°m, 107 < T<10% 5,
e) short-period internal waves:

10'< L <10°m, 10%: T<10° s.

Meso-Scale Inhomogeneities. This class of inhomogeneities includes:
a) long-period internal waves:
103 L <108m, 10%3< T'<10% 5;
b) inertial waves:
103< L <10°m, 10*s T<10° s;
c) tidal flows in shallow water;
d) meso-scale turbulence.

Synoptic Inhomogeneities. Synoptic inhomogeneities are associated with:

a) movements of hydrolenses of cool and warm water;
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b) ocean eddies:

0% 2100 m. 10° T <10¢ s
¢} the Rossby waves:

10%e 0o 10 i 10%6 T lo® s,

Gyro-Scale Inhomogeneitics.  Gyro-scale inhomogeneities, related to the ocean
circulation and scasonal variahility, have very large space-time scales; equivalent. for
example. to the scales of oceanic basins,

This classification of inhomogenesities comes from different water motions in
the ocean environment, differential heating near the ocean surface, and wind and tidal
effects. All these inhomogeneities play a significant role in ocean activity in the
layers close io the surface. They can be distributed through and below the major
thermocline {a region of strong negative vertical gradient in temperature !00-1000 m
below the sea surface). Additionally, there are various inclusions in the ocean
environment that alsc represent inhomogeneities These can, for example, be
particles, bubbles, fish and plankton, fish shoals, clouds of bubbles, ice floes. ships,
and engineering constructions. The inclusions can also fit within the micro-scale and
meso-scale classification.

On the other nand, all types of inhomogeneities can be distinguished as "weak"
or "strong" Weak inhomogeneities cause refraction of sensing waves. Strong
inhomogeneitics are non-adiabatic and lead to diffraction. Diffraction causes the
redistribution of the modal or ray spectrum and creates new modes or ravs. Such an
additional differentiation is based on the relaticn between the acoustic wavelength and
changes in the inclusion’s characteristics (kq. (1.3)). From this viewpoint, we can
speak of smooth (weak. refractive type) or sharp {strong, diffractive) changes of the
inhomogeneity properties within the acoustic wavelength. It is cusy to understand that
this relation determines the peculiarities of sound propagation in the observation
region of the ocean. It also determines the sizes of the cbservation region, the roise
level, the sound-source power, and other physical parameters.

1.5 PHYSICAL MODELS OF OCEANIC INHOMOGENEITIES
AND ACOUSTIC INTERACTIONS

For the application of tomographic methods to sensing ocear processes, a
physical mode! is generally required as a starting point for the inverting reconstruciicn
technique to obtain the environmental properties. The model usually includes the
physical description of the specific inhomogeneity and the acoustic-wave interaction
with it. Different physical models, based on the results of experimental observaticns.
are used to describe the characteristics of oceanic inhomogeneities. These models can
include deterministic as well as statistical approaches. The following are some
examples of the physical models of oceanic inhomogeneities, which are often used for
the investigation of OAT system performance. (Iere we simply convey the corcept,
but do not provide a complete list of models. Later more details will be provided
when necessarv.)
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Modeling Ocean Surfuce [nhomogeneities. Models nave beein developed to describe
the details of the creatiun of surface waves and scattering of sound by them [8]. 1t is
well-known that the major cause of surface waves is the influence of wind.
According to the nature of surface waves, a statistical approach is used to describe
their propertics. This is generally done by using models describing the surface-wave
power spectrum properties. One of the model examgles is the Pierson-Moskowitz.
spectrum [3, 8]. Theories also provide models for forward and backscattering from
the surfaces described by power spectrum models [8].

Modeling Internal Waves. The Garret-Munk model is often used for the description
of the spectrum of the background field of internal waves [4]. One should generally
use a statistical approach to describe the acoustic refraction in the stochastic internal
wave field.

Modeling Bottom Inhomogeneities. Various types of inhomogeneities that describe
the bottom and its interaction with acoustic waves have been intensively investigated.
Despite much effort, a general methodology of the bottom description for the rebust
application of tomographic methods (especially, diffraction and differential
tomography) has not been developed. There is no developed universal model for the
description of the seafloor and the acoustic interaction with it at this time. This is due
to difficulties associated with the complex structure of the real ocean bottom as well
as due to practical problems associated with the application of the techniques.
Nevertheless, simple models of the acoustic reflection from the shallow-water botiom,
for example, modeled as an elastic haif-space [8] or as an isovelocity fluid layer over
the elastic half-space [8], have shown a relatively high efficiency for calculation.
However, the use of such models sometimes fails to explain measured acoustic data
or to extract some useful detailed bottom properties.

Modeling Other Inhomogeneities. Information about models describing other types
of oceanic inhomogeneities is practically absent from the literature, apparently, due
to shortage of appropriate experimental data. Nevertheless, it is important to incntion
some examples. The Gaussian spectral model has been applied to describe the
structure of the fluctuations of the sound-speed profile in the water column [3]. A
polynomial functional form of the spectrum has been used for the description of
turbulence pulsations [13, 35]. Finally, ice floes, engincering constructions and other
similar inhomogeneities can be considered as elastic or impedance objects causing the
diffraction of acoustic waves [19, 24-32].

1.6 AN INTRODUCTION TO RUSSIAN OCEAN ACOUSTIC
TOMOGRAPHY

This section discusses the contributions of Russian scientists on specific topics
that are related to general ocean acoustic tomography problems,

Investigations that can be identified with OAT began in Russia in 1984 [14, 15,
36]. The first publication on the OAT topic dealt with numerical modeling to
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optimize measurement schemes [14]. In Russia before 1984, as in the USA before
1979, much fundamental ocean acoustic tomographic research had been carried
although not specifically identified with the term “ tomography™ [37-40]. Many
Russian works from that time were related to the development of methods for noise-
source-image reconstruction in layered waveguides. Additionally, the general
methods for the solution of the inverse problem had zalso been developed in Russia
before an identiiiable beginning of OAT investigations {5, 6]. In particular, methods
for regularizing and optimizing the solutions of inverse problems had been proposed
[6, 41]. The investigations associated with the traditional idea of OAT as the
reconstruction of large-scale smooth perturbations in the sound-spcec profile in the
occan were also conducted [8. 36, 37]. Progress and problems oif OAT were
formulated and analyzed by Goncharov and Kurtepov in 1987 [23].

At the same time efforts were made towards the separation of OAT methods
from the viewpoint of using different technique, such as the modal tomographic
methods [42, 43}, diffraction tomographic methods [2, 19-21, 34, 35, 44-51] and so
on. The Doppler tomegraphic method has been successfully proposed to explore the
bottom structure as well as the inhomogeneities at the ocean surface [43, 52|. Ocean
acoustic tomography methods using complex pulse signals, syntlietic apertures, and
noise acoustic sources have been also studied [53-59].

Finally. the design of the hardware to carry out OAT experiments in the real
ocean has been accomplished, and appropriate experimental equipment has been buiit
143, 52-55,57]. A hallmark in the development was reached during the experiments
in the North Atlantic in 1990 [57], where a vertical receiving array and a matched-
field procedure were used for the tornographic reconstructicn of the two-dimensional
spatial distribution of sound-speed perturbations.

Through the mutual understanding ot the contributions, that have been and are
still to be made by the partner countries science programs to achieve a better
understanding of real ocean processes, an effective use of the available resonrces can
be reached through cooperative international programs in the large-scale monitoring
of the global ocean by using OAT [17, 54, 57, 60]. This work is dedicated to
fostering this better understanding.



Chapter 2:

PRINCIPLES AND METHODS OF OCEAN ACOUSTIC
TOMOGRAPHY

2.1 THE GENERAL SCHEME OF OCEAN ACOUSTIC TOMOGRAPHY

In building a genera! scheme for differert ocean acoustic fomographic methads,
a broad interpretation of OAT will be used. In this chapter, along with the common
methods interpreted as tomographic, such as pulse probing with the use of received
pulse travel-time delays and intensity for reconstruction purpose, other acoustic
inversion methods known and used before the formal development of the OAT
concept will be discusscd. Also, several new ideas closely associated with inverse
problems, will be introduced. Essentially the only distinction vetween the terin
"Qcean Acoustic Tomography™ and the term "Acoustical Oceanography.” which is
commonly used in the underwater acoustics community teday to imply the use of
acoustics to study the occans, is the additional implication that the former is firmly
based on the inversion of an integrai equaiion. Here we shali explore the middle
ground between acoustical oceanography and the general inverse problem apphed to
the ocean. Firom this point of view the terminology and principles for the
classification of OAT meathods are a little more general than usually assigned to it.

To illustrate the application of tomogranhy to the ocean probiems, let us
consider the solution of the integral equation (1.1). which was described in the first
chapter. Equation (1.1) can be classified as the Fredholin integral equation of the first
kind. Depending on the nature of the kernel, y(R,1,r 1), the inversc problem can be
either well-posed and solvabie or i1ll-posed and non-solvable. ln practical situations
the objective of OAT is to redetine the problem so that Eq. (1.1) can be solved. The
set of measured data. @(R.1), associated with the kernel is called the "tomographic
projection.” Tomographic proiections can have forms depeading on the scheme of
tomographic observation and the structure of the ocean waveguide. The various forms
have some basic propertics.  However, they represent the path-integrated
characteristics of inhomogeneities. Thus, they describe the ohserved object on
average for the given parameters of measurement scheme (c.g., angles of observation
or frequency of insonifying wave).

2.2 SOME FEATURES OF THE SOLUTION OF TOMOGRAPHIC
PROBLEMS IN THE OCEAN

A simple tomographic scheme, involving an object producing nonunifcrm
losses for acoustic waves propagating through it, can be formulated as foilows. The
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observed object, g(r1), is reconstructed by using a set of M projections, which
correspond to propagation along a set of ray paths, /. Equation (1.1} can be reduced
in this casc to

J'g(x,_v)d/--np‘, i=1,..M, 2.1
i

where ¢ is the measured integrated loss for the ray crossing the inhomogeneity.

g(xy), along the ith trajectory. The classical tomographic method for the solution of
Eg. (2.1) is the inversion method developed by Radon [1]. However, here another
method will be used to illustrate problems that are relevant to OAT. Equation (2.1)
can be presented as a system of linear algebraic equations (SLAE) if the observed
inhomogeneity can be segmented into N cells along the ith path, where within the jth
cell, g - gxy) can be assumed to be constant. Then equation (2.1) becomes:

N
Z] D,g=@, t-1,..M, (2.2)
i

where D, is the length of the rth trajectory within the jth cell.

Since the solution of an SLAE should be definite and stable, the method of
measurcment and the system of basic functions must be optimized, A priori
information about the unperturbed medium, as well as the hypothetical structure of
the observed object, can be used to accomplish this optimization. The absence of a
priori information can lead to ambiguity in the solution. Equation (2.2) usually
represents a non-correctly stated problem, so direct inversion of the matrix for the
appropriate SLAE is ineffective. To resolve similar problems in OAT, analytical
solutions of the integral equation are used. Analytical solutions can be obtained if the
conditions of the problem allow for simplifications or by the use of methods of
algebraic reconstruction under regularizing algorithms, such as the method of
Maximum Entropy [S, 12, 23, 41, 51].

2.3  CLASSIFICATION OF OAT SCHEMES

Different tomographic methods have been proposed for the reconstruction of
object structures in ocean waveguides. These methods are distinguished by the
characteristics of an unperturbed waveguide and its inhomogeneities and by the
acoustic systems and methods employed. Inhomogeneities with different spacc-time
scales can be reconstructed by appropriate tomographic methods using the
peculiarities of acoustic-wave propagation in ocean waveguides and wave interaction
with observed inhomogeneities.

For the purpose of OAT classification, we re-group oceanic inhomogeneities
(cf. section 1.4) into two broader c¢lasses: a) large-scale inhomogeneities (synoptic and
gyro-scales with characteristic lengths £ > 100 km) and b) small-scale inhomogeneities
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{micro- and meso-scales with characteristic lengths L <100 km). It is important to
mention that oceanic inhomogeneities are usually anisotropic with respect to the
horizontal and vertical planes, with the horizontal scales being significantly larger.
The gradients of the acoustic property for the large-scale class are generally smaller
than those for the small-scale class. To investigate the large-scale inhomogeneities,
low frequencies (f <1 kHz) are required for the long-range propagation. Higher
frequencies (f = | kHz) can be used for the small-scale class since ranges of interest
are shorter. In combination, the gradient of ocean property and applicable frequency
ranges (see inequality (1.3)) suggest an additional degree of freedom in classifying
OAT schemes as discussed below.

Adiabatic Approach for Weak Inhomogeneities. The condition for application of the
adiabatic approach can be expressed by the following inequality (24, 31]:

D,«L, (2.3)

where D, is the horizontal length of the complete ray cycle or the horizontal scale for

the interference pattern of two waveguide modes. Large-scale inhomogencities satisfy
inequality (2.4), and the transformation of energy among rays or waveguide modes
during the acoustic-field interaction with the inhomogeneity is negligible for this
class, so that the adiabatic approach can be applied.

Diffractive Approach for Strong Inhomogeneities. On the contrary, small-scale
inhomogeneities do not satisfy inequality (2.3) and create a significant transformation
of energy among modes. They can induce perturbations in the vertical piane as well.

However, the classification into these categories is not fixed. In shallow water,
for example, adiabatic techniques can be applied for horizontal cycles, D, , less than
10 km. In deep water, where D, =50-70 km is possible, diffractive techniques can be
used.

The differences between adiabatic and diffractive approaches from the
viewpoint of OAT determine the schemes of tomographic observation and the set of
measured values. Time delays and losses of acoustic signals are appropriate for
adiabatic methods. Complex amplitudes of diffracted and scattered waves are used
for diffractive methods.

It is important to note that inhomogeneities of various scales exist
simultaneously in the ocean. They can also change randomly in time. Generally,
when conditions and scales are quite random in space and time, some particular
inhomogeneity is an object of interest and the rest is considered as noise. Often a
statistical approach is required to solve this kind of problems.

Statistical Approach for Temporally Random Inhomogeneities. Some oceanic
inhomogeneities move or change quickly and randomly. In this case a statistical
analysis of the received information is necessary. The effectiveness of the statistical
approach depends on the space-time scales of the oceanic inhomogeneities and those

18



of the observing tomographic system. The use of the statistical approach for
tomographic reconstruction does not significantly change the scheme of
measurements.

The general problem of tomographic reconstruction in the ocean is the
separation of information about observed inhomogeneities from measured data. This
problem can be solved by using a priori information about the space-time
characteristics of the particular inhomogeneities for creating the appropriate
reconstruction algorithms [138].

Before discussing different tomographic scheme, we should note that the
structure of unperturbed ocean waveguides can also influence the classification of
OAT methods significantly. First, the mode or ray basis of tomographic algorithms
depends on the nature of the ocean waveguide. Accordingly, the ray and mode
approaches can be used to investigate both adiabatic and diffraction OAT methods.
Thus, numerous combinations of the classes of methods can be found in the literature,
including the ray adiabatic method [14, 15, 23], the mode adiabatic meihod (36, 42,
61-64], the interference adiabatic method [50, 65], the differential method [2, 18, 46-
50), the location methods [ 18, 66, 67], the ray-diffraction methods |9, 27, 30, 67-73],
the Doppler method [43, 52, 74, 75], the Fresnel method [34, 35, 76-80], and, finally,
the diffraction method with partially coherent insonification [81, 82]. The last
method can be used for reconstruction of both regularly and randomly distributed
inhomogeneities in the ocean.

In addition, it is important to distinguish between the two most general groups
of OAT methods: Emission Tomography and Transmission Tomography. There is
a third general group which is termed “Partially Coherent Acoustic Tomography. "’
This latter group is somewhat of a hybrid between the first two. These categories will
be introduced in the next several sections but covered in greater detail in later
chapters.

2.4 TRANSMISSION OCEAN ACOUSTIC TOMOGRAPHY METHODS

The first and most often applied OAT scheme is called the "Transmission
Tomography Method." In transmission tomography CW signals are usually used. The
received signal amplitude, phase, intensity, travel time, or space-time coherence (for
randomly distributed oceanic inhomogeneities), as well as the parameters of complex
pulse signals after matched filtering, can be used to extract information about
inhomogeneities [48, 50, 66]. Transmission tomography can be either adiabatic or
diffractive.

Unlike Eq. (1.1), the integral equation for transmission tomography has an
additional term, @ (R.1), which describes the direct illuminating wave in the region of

measurement. Then, we arrive at the Fredholm integral equation of the second kind
QRN =, (R.D)- f f w(R.t;r1)g(r,0)drdr, 2.9

which usually has a stable solution.
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It can be shown that the kernel of Eq. (2.4) is dependent on the observed
inhomogeneity, g(r1), for refractive as well as boundary types of inhomogeneities.
This condition makes the transmission-tomography proglem noniinear. A serics of
approaches and algorithms are used to linearize Eq. (2.4) for certain conditions [12,
23, 41, 44]. The order of non-linearity is closely associated with the strength of the
inhomogeneity. For relatively weak inhomogeneities, which satisfy the Born or Rytov
approximations, the problem can be linearized with satisfactory accuracy [41, 44].

When the scattered waves are of the order of the illuminating waves, multi-
scattering processes may be important, and Eq. (2.4) remains nonlinear. Different
iteration methods have been proposed to solve the nonlinear tomographic problem.
One method involves successive Born approximations using prior approximations as
the solution of Eq. (2.4) in successive iterations [83]. Another method uses a priori
information about the unperturbed ocean waveguide, which provides the possibility
of reducing the nonlinear problem to the problem with weak inhomogencities. Thus,
to overcome the non-linearity difficultics in the ray-type OA', an initial model of the
ocean with inhomogeneities can be used. An example of this approach is the
tomographic reconstruction of ocean eddies [23].

The kernels Eqgs. (1.1) and {2.4) are determined by the Green's function of
ocean waveguides, by OAT algorithms, and by description of waves in the ocean.
Therefore, the Green’s function of the unperturbed waveguide is considered as a
priori information, which can be used for the construction of OAT algorithms. The
accuracy of the unperturbed waveguide description determines the tomographic
reconstruction efficiency. As was mentioned, the ray or mode approaches are usually
used for the description of acoustic waves in ocean waveguides. These approaches
are based on the sets of a priori hypotheses concerning the ocean waveguide structure
in the given observation region. For example, as Fresnel Tomographic
Reconstruction has shown interfecrence among waveguide modes leads to multiple
images of a single, spatially localized inhomogeneity if the frec-space Green's
function is put into the reconstruction algorithm [35]. Accordingly, a priori solution
of propagation and scattering problems for ocean waveguides can play a key role in
obtaining accurate solutions of problems associated with tomographic reconstruction
mthe ocean [11, 41, 44, 48).

From a practical point of view, the measurements of tomographic projections
can be accomplished by using spatially distributed receiving arrays of hydrophones
as well as receiving antennas with synthetic apertures generated by the mixing of the
illuminating acoustic sources and/or receiving arrays. Tomographic methods using
synthetic apertures are called "Tomosynthesis" or ""Dynamic Tomography" [14].

It 1s clear that the measurement time in tomographic experiments is limited by
the stationary time of observed object or of the intervening medium. This last remark
is related to tomographic reconstruction of randomly distributed ocean
inhomogeneities, like surface waves, turbulence pulsations, and so on. Appropriate
schemes and algorithms have been proposed to solve such problems [46, 52, 59]. The
schemes of tomographic measurements for randomly distributed oceanic
inhomogeneities are practically the same as for deterministic oncs, but the algorithms
have some specific features. According to the nature of random inhomogeneities,
statistical moments, e.g., coherence function or intensity arc exploited in the
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reconstruction algorithms. The projection equation for intensity of acoustic signals
can be represented in the following form:

o 2 ¢, f .[w(R,l;rl.r,)w‘(R,t;rz,rz)<g(rl,t])g ‘(ry U, )>dr dudr dr,, 2.5

where <> denotes statistical averaging, and t, -1, and r, -r, determine temporal and

spatial shifting, respectively, for the Space-Time Correlation Function (coherence
function) calculation. Equation (2.5) follows from the assumptions that the direct and
scattering waves are not spatially and temporally correlated (are not coherent), and the
Born approach is satisfied. According to Eq. (2.5), in this case tomographic
reconstruction reduces to the reconstruction of a power spectrum or coherence
function of the inhomogeneity using the measurements of the intensity of scattered
waves [48].

This type of OAT usually implies the presence of special acoustic sources for
the illumination of observed objects. Information about observed inhomogeneities
is contained in acoustic signals interacting with objects, in particular, in measured
time delays for adiabatic methods and in complex amplitudes of diffracted waves for
diffractive methods. According to the peculiarities of the interaction of acoustic
waves with oceanic inhomogeneities, two types of transmission OAT methods can be
sinzled out. They are the subjects of the following two sections.

2.4.1 Methods for the Reconstruction of Synoptic and Gyro-Scale
Inhomogeneities

Ray, Mcde, and Interferometric Tomographic Methods will be discussed here
to continue the classification of OAT methods based in the adiabatic approach for the
reconstruction of synoptic and gyro-scale inhomogeneities.

Ray tomographic reconstruction of spatial distributions of the sound speed and
ocean currents is based on observing changes in time delays of short acoustic pulses
propagating along the ray trajectories. A model of tlie unperturbed medium has to be
specified to provide linearity in the integral equation, Eq. (2.5), connecting the
measured time delays with small perturbations of sound speed or current distributions.
To solve similar problems using the mode-type method (assuming the modal
description of propagation in a waveguide), variations of received signal phase or
travel times are used [36, 42]. A two-dimensional cylindrical surface with its normal
directed along the ray trajectory in the horizonta! plane represents an integration
domain in the integral equation for this case. A peculiarity of this approach is a
possibility to tactoring the kernel of the integral equation, which can be presented as
a product of functions for horizontal and vertical coordinates, respectively.
Accordingly, the procedure of 1omographic recenstruction is also reduced to two
steps. First, the horizontal structure is reconstructed. Secondly, the vertical structure
for the fixed horizontal plane is restored. It is clear that the mode tomography method
is based on modal sclection by an array itself or by using a filtration in the time or
frequency domains.
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The differences between measured characteristics in the mode and ray
tomographic methods lead to the differences in the application for solutions of
practical problems. The ray method is more convenient for application in the deep
ocean, while the mode method can be effectively used in ghallow water or subsurface
waveguide channels.

The interference structure of the sound field in the ocean in the spatial domain
is used by the interferometric OAT method for tomographic reconstruction of
variations in sound speed. Perturbations in moda! phases are determined by
measurements of the perturbations of the interference structures of the acoustic field.
Similar to the mode method, the kernel of the integral equation is also factorized for
the interferometric method simplifying the reconstruction procedure. The general
classification of tomographic methods, based on are the adiabatic approach, is shown
in Table 2.1.

TABLE 2.1. ADIABATIC METHODS GF OCEAN ACOUSTIC TOMOGRAPHY

METHOD OBJECTS RECONSTRUCTION | MEASUREMENT
TYPE
ray ray pulse temporal
delays
synoptical and sound-speed
mode gyro-scale distribution modal pulse
inhomogeneities temporai delays,
mode phases
interferometric field interference

structure

2.4.2 Methods for the Reconstruction of Meso- and Micro-Scales Oceanic
Inhomogeneities

Using the classification of oceanic inhomogeneities, discussed in Chapter 1,
one can single-out deterministic spatially localized and randomly distributed
inhomogeneities of meso- and micro-scales in the ocean. Then, one needs an
appropriate description or model that leads to differences in the algorithms for
reconstruction and in schemes of tomographic measurements.

The classification of tomographic methods for reconstruction of such oceanic
inhomogeneities can be based on different approaches that are used for the solutions
of appropriate scattering and diffraction problems [3, 49]. It is usually necessary to
separate weak and strong inhomogeneities. A method based on the Born
approximation is used for weak inhomogeneities that are characterized by the small
scattered field relative to the incident field [8, 31]. The Rytov approximation can be
used to solve the tomographic problem for large smooth inhomogeneities {30, 31].
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The space-time coherence function for the scattered waves should be used for
tomographic reconstruction of space-time distributions of iocal frequency-angle
inhomogeneity spectrum. Differences in the form of the integra! eguations arc
determined by the structures of oceanic inhomogeaeities The region forming the
scattered signals for smooth meso-scale inhomogeneities is displaced along the path
connecting the source of the illuminating waves and the receiving system. The
approximate condition, when the refraction of probing waves in the horizontal plane
can be neglected, is determined by the inzquality ¢, <g,, where ¢, is the characteristic

width of diffracted patterns of the scattered waves in the horizontal plane and ¢, is the

angular resolution of observation systems. The direct-illuminating waves masks the
scattered fteld in this case. Reduction of this effcct is necessary for successive
tomographic reconstruction. There are several approaches for resolving this problem.
For example. in the Differential Tomography Method the excitad modal spectrum is
strongly displaced relative to the measured mcdal spectrum [46, 49]. Other
techniques involving different methods of space-time filtering are discussed in [74,
75). It is interesting to notec that this problem can also be solved by using natural
shadow zones in ocean waveguides, which are the result of the peculiarities of
acoustic waves propagation in a stratified ocean [77],

TABLE 2.2. DIFFRACTION METHODS OF OCEAN ACOUSTIC
TOMOGRAPHY

METHOD OBJECTS RECONSTRUCTION | MEASUREMENT

TYPE

ray internal waves averaged ray puise
characteristics time delays

mode surface modal phases

inhomogeneities

tocal spectrum

differential meso-scale intensity, modal
inhomogenetiies time delays

location micro-scale intensity, pulse
inhomogeneities delays

Doppler surface waves, wind speed, heighis of | losses, frequency
bottom inhomogereities shift

inhomegencitics

Refraction of acoustic paths in the horizontal piane can not be neglected for the case
of micro-scale oceanic inhomogeneities (when 4,>¢,)- In this case the separation of

the scattered signals trom the direct-field background can be accomplished by using
the space-time fiitering [3, 46, 49, 66]. This reconstruction approach requires strong
inhomogeneitics and some a priori knowledge about them [3, 41, 44]. Similar



problems arise for tomographic reconstruction of the spatially localized objects [70,
75].

For the case of randomly distributed oceanic inhomogencities, a regular
interference structure between the illuminating and scatteted waves exists. This fact
can be used for tomographic reconstruction [75-801. The solutions of integral
equations for such inhomogeneities are determined by the cocfficients of the mode-
interaction matrix used for reconstruction of the characteristics of inhomogeneities
[75, 76].

Table 2.2 shows the classification scheme for diffraction OAT methods.

2.5 EMISSION CCEAN ACOUSTIC TOMOGRAPHY METHODS

The Emission Tomography Method is used for the observation of natural
acoustic sources, for example, ocean noise sources {58]. However, man-made, but
non-intentional, sources such as ship noise can be considered as sources for emission
tomography as well. According to this method, space-time distributions of such
acoustic sources in ocean waveguides are reconstructed by using tomographic
algorithms to process data measured by spatially distributed receivers or by synthetic
aperture receiving systems placed far from the observed objects. Information about
aconstic sources is extracted from the space-time coherence functions. As a rule,
measurcments are carried out for a wide frequency band. Tomographic reconstructicn
in this case is reduced to the solution of the projection integral equation, Eq. (2.1).
Such equations represent non-corrective problems.

Three tvpes of emisston tomography can be defined tentatively with respect to
disitances fiom the observed sources to the receiving system. Reconstruction of the
details of complex radiating noise scurces (for example, ships) from near-field
measurements is the emission tomographic scheme of the first type [84, 85]. The
difficulties associated with this type of tomographic problems concerns dealing with
non-propagating acoustic-field components, which are important in the near field of
complex acoustic sources. The second type ot emission tomography is associated
with the reconstruction of the space-time distribution of noise sources for mid-range
distances (for example, a distribution of noising ships near ports or a bubble cloud
below the sea surface) [86]. Finally, the third type is the reconstruction of low-
frequency natural noise sources in the ocean, which determine the noise background
in the ocean and put limitations on the tomographic system performance [58].

Emission tomographic methods work without special sound illuminating
sources, so the measurement scheme is easier to fulfill. But appropriate algorithms
can be more complicated because of the noise nature of the observation objects and
the necessity of processing the signals in a wide frequency band.

Usually, emission tomography is associated with the solution of the problems
involving reconstruction of spatial distributions of ocean noise sources. The robust
processing algorithms used in the technique require measurements of the naise f{ield
from twe or more spatially distributed receivers to allow for the variation of the
observation angles {58, 85, 86]. The common models of ocean neise sources for
emission tomography include sources spatially distiibuted in the horiz ontal plane and
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non-coherent point sources with certain directivity patterns in the vertical plane [87-
89]. The properties of the integral equation in this case are determined by the
displacement of the noise source and by the number of excited waveguide modes.
The kernel of the intcgral equation can be factored with respect to horizontal and
vertical coordinates. In some cases, the two-dimensional distribution of noise sources
can be reconstructed, for example, if the source does not have a spatial dependency
in its frequency spectrum [58].

2.6 PARTIALLY COHERENT ACOUSTIC TOMOGRAPHIC METHOD

There is an interesting aspect of transmission OAT associated with the
application of noise acoustic sources. natural or artificial, in the design of
tomographic observation systems [8], 82]. This then introduces a tomographic
concept, the Partially Coherent Tomographic Method, that is a hybrid of transmission
and emission tomographic methods. A statistical description is necessary for the
partially coherent (PC) method but, unlike the transmission method, this method can
be used without the special illuminating acoustic sources. Investigations on this
method are in their initial stages of development, but indications are that the method
holds promise for new interesting possibilities for OAT.

Later chapters deal with cach of these tomographic methods in more detail.
But to close this section, let us emphasis, once more, the very important principle for
the classification of tomographic schemes and, associated with them, the methods of
OAT. Following this classification, OAT methods dealing with weak ocean
inhomogeneities and causing only energy losses and time delays are referred to as
adiabatic methods. On the other hand, if strong inhomogeneities are present, new rays
or modes are created after the interaction with inhomogeneity, the OAT methods are
then called diffraction methods. Both diffraction and adiabatic methods can be based
on either ray or mode approaches.



Chapter 3:

ADIABATIC TRANSMISSION TOMOGRAPHY FOR GYRO-SCALE
OCEANIC INHOMOGENEITIES

3.1 INFLUENCE OF LARGE-SCALE OCEANIC INHOMOGENEITIES
ON SOUND PROPAGATION

Many experiments have proven that low-frequency sound can be registered at
many thousands of kilometers from the source because of its very low attenuation.
For example, the sound with a frequency of 50 Hz loses only 10 dB for propagation
distances of 10,000 km. Furthermore, the presence of the underwater sound channel
(USC) provides for a reduced loss from spreading. The Heard Island Feasibility Test,
executed by Munk and colleagues in January 1991, demonstrated one more time that
large-scale variability of the ocean, like large fronts. currents, and eddies of different
scales up to thousands of kilometers, can be investigated with low-frequency acoustic
tomographic systems [90, 91]. Figure 3.1 shows the calculated propagation path for

Figure 3.1, Calculated ray paths: }=Heard
Island:- Krylov: Seammount; 2-Heard Island - ik
the end point of the drift of the Russian P&
Research Vessel dkademik Nikolai Andieev. |57 59
(Adapted from [91].). -

sound waves generated in the v1c1n1ty of Heard Island in the Indian Ocean and
received by a Russian listening station in the Atlantic Ocean located at a distance of
approximately 12,500 km [91]. The transmitter at Heard Island was a vertical array
of five sound sources with a source level of 220 dB re 1 uPa at | m. The propagation
time to this station was about 2 hr 20 min. Each acoustic sounding from the source
had a frequency of 57 Hz and duration of 1 hour. Figure 3.2 presents the acoustic
signal in the time domain (in a 1-Hz band) registered by the station during one hour,
in comparison with noise background measured for a silent radiating system. The
result of spectral analysis, with a 0.125-Hz resolution, for the signal received by
omnidirectional hydrophone at the depth of 800 m is shown in Fig. 3.3. It can be seen
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Figure 3.2. Amplitude fluctuations of Figure 3.3. Spectrum of received signal with
CW signal. (Adapted from [91]). a0.125-Hz resolution (Adapted from [91].)

that the transmitted signal at the frequency of 57 Hz exceeds the surrounding noise
by approximately 15 dB. (We shall return to the Heard Island experiment later.)
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Fig-u're 34 Calculated ray paths: (a)' 'wiihaut awarm Iem 1{b) with_ awarm
lens (Adapted from [93}) . S

Another very important property of underwater sound propagation is its high
sensitivity to even weak inhomogeneities in the water. As an illustration, we consider
the influence of the underwater warm lens of Mediterranean Sea water observed
southward from the seamount, Great Meteor, in the Atlantic Ocean by the Russian
research ship Akademik Nikolay Andreev [92]. The diameter of the lens was
approximately 60 km. The maximum deviation of the sound speed at the center of the
lens (at the depth of - 1 km) from that of surrounding waters was 16 m/s, i.e., only
about one percent. Ray-propagation paths in the water without and with a lens are
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about one percent. Ray-propagation paths in the water without and with a lens are
presented in Fig. 3.4a and 3.4b. respectively [93]. The source was placed at the
periphery of the lens at a depth of 330 m. Sound-speed isolines are also shown in Fig.
3.4b. The lens is in the left part of the figure. We can see that a secondary USC, with
its axis at a depth of 600 i, was created by the presence of the lens.

40 N Latitude ] / .
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Figure 3.5. Diagram of the positions and 20 l $
courses of the ships on paths R1 and R2: (1)- RN /
Rescach Vessel Akademik loffe. (2) - Research &
Vessel Akademik Sergey Vavifov. {(Adapted 3 5 30 25 16 5
from |94}.) W Longitude

An important issue is that many similar lenses can be enceuntered when sound
waves propagate over long distances. Besides, stratification of the occan can
significantly change over such distances. The question is whether or not the sound
field retains some regular structure that can be predicted in these conditions. This
question was partially answered by the Canary Basin Fxperiment, cenducted by the
Russian team in 1989 [94]. The maximum distance for sound propagation between
two Russian research ships, Akademik Sergey Vavilov and Akademik loffe, was about
3500 km (path R2 in Fig. 3.5). The acoustic path was 3500 km long. A 137-1iz
source was placed at a depth of 1 km. The acoustic path crossed a "tongue" of
Mediterranean water with higher salinity (and, hence, higher sound speed), which
started at the distance of 2800 km. The isolines of sound speed in the vertical plane
of path R2 are shown in Fig. 3.6. Path R2 was extremely inhomogeneous, especially
in its northern part, where the influence of the Mediterrancan waters was strong.
Probably, several weak intcrnal lenses were crossed by the path, but their influence
could not be registered by the measurements at sparsely placed ship stations
(indicated by tick marks in Fig. 3.5).

Many vertical measurements of the sound field were taken along path R1. The
result revealed that regular families of rays with high-sound intensity existed along
the propagation path. These ray families have also been predicted by numerical
simulation. A high-intensity ray tube was formed by the rays leaving the source (at
the depth of 325 m) in the angular interval y={-9°.-11°]. Ray families for the
horizontal distances from 900 km to 1200 km are shown in Fig. 3.7a. The regularity
of these rays can be explained by the fact that the cycle lengths, L, of the rays, as a
function of their emergence angle from the source, have extrema (i.e., 5./3x = 0) in this
interval of angles for all distances [94]. It can be shown that the same regular families
of rays exist also for path R2. Some of them are shown in Fig. 3.7b. Dotted lines
correspond to non-extremal rays.
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Figure 3.6. lsolines of the sound speed in the
vertical plane of path R2. {Adapted from
{941)
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The existence of regular predictable structures in the sound fietd along very
IongD distances, evenina rather inhemogeneous ocean, gives us some hope for solving
the inverse problem, i.e., to determine some imponant narameters of the occan by
measuring parameters of the sound field.
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3.2 MATCHED FIELD METHODS

For simplicity, we censider the two-dimensional problem in the r.- plane. Let
us suppose that we have sound-ficld experimenta! data of known amplitude and phase
at \ points in this plane. The inverse problem consists oi obtaining the most probable
distribution of the sound speed, c(r -}, in this plane by processing the data. The first
step in solving this problem is 1o parameterize the field, c(.0), i.e., to describe it. most
precisely, by a minimal set of parameters, and then to determine these parameters
using an appropriate set of experimental acoustic data.

A common procedure to determine the ficld involves the use ot so-called
Empirical Orthegonal Functions (EOFs). As an example, let us consider EOFs for
the Norwegian Sea Experiment [4, 57]. The distance between radiating and receiving
ships was 105 km. The receiving ship had a 560-m vertical array with 29
hvdrophones. The depth of the water column was about 1500 m. A monochromatic
signal of 105 Hz was transmitted in the experiment. The vertical profilc of the sound
speed, c(c), was measured at the source and receiver locaiions, and also at three
additional points between them. 1t appeared that e(z) at each poini, r, can be
satisfactorily described with oniy two EOQFs. Thus, analyzing the sound field at all
hydrophones of the vertical array and solving the inverse problem, we should
determine six amplitudes, ¢ - 'q,}, j - 1...,6, of the two EOFs at each of the three points

betwecn the source and recciver. Linear interpolation may then be used between all
. . p . . . . -
peints. The inverse problem may be solved by a minimization of the function

b R
Fgy - 1- }:p,‘“p,"”‘} , (3.1)

1=l

with respect to the vector ¢. Here p™’ is the normalized complex sound pressure

measured by the ith hydrophone., and p!”’ is the sound pressure calculated numerically

for the fixed vector ¢. The adiabatic approximation (i.e., non-interacting modes) was
used in the calculations. Isolines of the measured (dotted lines) and the reconstructed
(solid lines) field, c(r7), are shown in Fig. 3.8. Coincidence is satisfactory.

Z, km
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Figure 3.8. Isclines of the experimentally | ; o
measured (dotted lines) and tomographically a3z T
reconstructed (solid lines) sound-speed -1.21 14666 -
profiles for the Norwegian Sea Fxperiment. 0 20 40 60 100
{Adapted from [57].) r, km
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The minimization procedure may be also applied to the {unction

[~

2
> an(""a,:”'} (3.2)

n=1

ng)r 1-

instead of the function in Eq. (3.1). Herc ¢ and «'” are experimental (measured by
a vertical array) and calculated (for the given vector ¢) araplitudes of the nth mode,
respectively. Results appear to be practically the same.

3.5 OCEAN ACOUSTIC TOMOGRAPHY ON THE BASIS
OF TRAVEL-TIME MEASUREMENTS

The type of experiment described above can be used effectively in the shallow
water, when arrivals of sound pulses propagating along rays with different numbers
of bottom reflections can not be resolved. The monochromatic source and mode
approach appear to be rational in this case. A method of solution of the inverse
problem in the deep ocean was suggested by Munk and Wunsch and is based on the
ray approximation. This method was originally named the “ocean acoustic
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Figure 3.9. Ray propagation paths for the typical deep-water, sound-speed profile.
A sourcc 1s located at the axis of underwater sound channel. (Adapted from [94].)

tomography method™ [16]. In Fig. 3.9b the typical ray pattern is shown for a typical
deep-ocean, sound-speed profile (Fig. 3.9a) with the source, §, and receiver, R,
placed near the axis of the USC. Numerous rays reach the receiver. and the travel
times of the sound pulses along the different rays contain the information which we
need. Considering the problem in two-dimensions again, the travel time along a
particular ray, ¢, can be written as
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- { @ (3.3)

where 4, is the path taken by the ray.

f_et us assume that ¢(r.0) - (2} dc(r.0), where ¢(2) 1s some known (climatic or
measured at the source or receiver location) sound-speed profile, and 8c(=) determines
sound-speed variations. To find 8¢(r.2) using the measurcd travel times for differsnt
rays is a task of tomographic reconstructicn. Let &, be the variation of ¢ due to the
variations 8¢ along path /. If &c is small enough, we obtain from Eq. (3.3) to good

precision:

&, [ (i_)d/'f—o(dnf

1 1,

) di. 3.49)
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The second term was dropped since it is equal to zero by Fermat’s principle. Hence,
each ray gives us, theoretically, one ecquation for determination of &cyr2).
Unfortunately, the arrivals of ray pulses propagating near the USC-axis arc not
resolvable 1n time and, therefore, can not be used. In typical mid-Atlantic conditions,
using good data processing techniques and rational averaging over time, onc needs
only 13-16 rays. Each of these rays yields Eq. (3.4) relating & to éc along path /.

When we wish to apply the tomographic procedure to a whole ocean region
(three-dimensional case), we have to rearrange the measurement scheme. 11 we have
N points where sources and {or) receivers are placed, we have NV [)/2 ray paths, and
the number of equations for determination of the parameters of the medium increases
significantly. Of course, the three-dimensional function ac(x v.), which we scek.
must be parameterized in some way. Usuallv, iowever, the number of equaition
appears 10 be less than the numbcer of parameters describing the medium, so that some
kind of & priori information about the function, de(x,y.2). should be taken inte account
for these cases (see the example of numerical modeling discussed belew).

Acoustic tomography of ocean currents can also be based on travel-ime
measurements. In a moving range-independent ocean we have for the nropagaion
time along the sth ray between points .4 and 5
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for a transmission in the positive(+)negaiive(-) r-direction, respectively. A
transceiver {(source and receiver) is located at both the starting point and end poirt; w:)
15 the flow-velocity component along the ray in the positive rdirectior. The
integration paths, /7, are along the trajectories of the 7th ray and arc generally
functions of «(z) and u(z). It can be shown that the path geometry is reciprocal
order we«l, hence [~/ 1. The half sum and difference of reciprocal travel times are
detined by
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Usualiy, ¢ and u are of order 1000 and 0.1 m/s, respectively, so «’ can be neglected
in the denominator. The diifference travel time is a small fraction of the one-way
trave!l time. Therefore, ¢ 1s well determined by one-way trave! times in either
direction from the ray approximation.
In tomographic algorithms we are often more interested in the travel-time
perturbation, &, from a previous measurement, or from a value inferred for the
climatic ocean mean. Linearization of Eq. (3.6) and (3.7) yields

sf L, b [Lal o[ Lar (3.8)
1 ) € L ¢

The value 3¢ is of order 10 m/s and is still large compared with u. As before the
variaticns, 8¢, are well determined by one-way travel time in either direction.
However, measurements of u require the use of travel-time difterence. We can
conclude that by making transmissions in opposite directions along a propagation
path, the effects from sound-speed variations and water-flow velocities can be
separated.

The first full-scale tomographic experiment was accomplished in 1981 for a
two-month period in a 300-km square at 26° N, 70° W in the North Atlantic [95]. The
hasic desigr consisted of four sources on the western side of the square and four
receivers on the east. A fifth receiver was placed near the northern boundary. All
instruments were placed at a nominal depth of 2000 m. The source transmitted a
phase-coded, hincar maximal-shift-register sequence on a 224-Hz carrier. During the
experiment, thice CTDs (conductivity, temperature, depth) and two AXBTs (aircraft-
deployed expandatle bathythermograph) surveys were carried o:t. The primary goal
of the experiment was to evaluate the effectiveness of purely acoustic measurements
in mapping a three-dimensional ocean volume as a function of time. Conventionally
obtained cnvironmental data were intended to be used as a reference ocean model, and
also to provide a test and measure of the accuracy of the applied tomographic
techniques. Unexpectedly, it was found that the einvironmental data coniain
information independent of the acoustical observations (and vice-versa). Thus, the
best possible reconstruction of the three-dimensional ocean can be made by
combining all the data — acoustic plus environmental -— in the inversion procedure.

The difficulties in the experiment were numerous. To resolve as many arrivals
reaching the receiver by different paths as possible, a broadband acoustic signal (with
a5.4-Hz frequency band and 31.25-ms sampling interval) war senerated. Travel-time
fluctuations caused by the meso-scale ocean variability weie masked by other sources
of travel-time variance. Mooring motion and clock 2rror were explicitly accounted



for and corrected to a large extent in the inversion procedure. Other travel-time
perturbations (for example, fluctuations due to internal waves) are lumped together
as random errors. Finally, the signal bandwidth, the sampling rate, the environmental
signal-to-noise ratio, and ocean physical effects allowed resolution of ray-multipath
arrivals with delay time between two sequential ones longer than 90 ms.

Results of this experiment were rather encouraging, but also highlighted some
important problems, which were taken into account in future experiments. The
tomographic maps described correctly the main features of meso-scale variability of
the ocean. The maps showed that at the beginning of the experiment there was a
region of low sound speed ( with a 10-m/s sound-speed decrease corresponding to a
-2.0°C temperature drop) centered wiihin the box. As time passed, this weak eddy
moved to the West. The southeast region was initially warmer, replaced by colder
water toward the end of the experiment. This was a region of high expected mapping
error. Examination of the environmental surveys showed the same features that were
seen in the tomography. The tomographic data inversion produced useful spatially
averaged profile maps. Although the array configuration was adequate for producing
maps of meso-scale features, the poor travel-time resolution (becausc cf the limited
bandwidth) caused large errors that prevented going much bevond pattern recognition.
Meso-scale variations were mapped with an average accuracy of about 1.5-2 m/s
{about 0.3-0.4°C).

The Reciprocal Transmission Experiment in 1983 [96] overcame the principal
shortcoming of the limited bandwidth of the 1981 acoustic sources. Sources with
increased bandwidth significantly improved the resolution of rays and the accuracy
of the travel-time measurements. This improved accuracy allowed for a more
stringent measurement of differential travel time to obtain absolute current velocity
(rather than sound speed only). The two-way, reciprocal-sound-iransmission method
was used to determine the current veiocity, u(z). The experiment took place west of
Bermuda during August and September.

Acoustic transceivers were placed near the USC-axis (1300 1) with a distance
between them of 300 km. They sent and received signals every two hours for 21 days.
Travel times along 13 rays in each direction were used for the reconstruction. Ray
paths in opposite directions were found to be nearly reciprocal, and effects due to
internal waves and mean currents were small. Travel-time sums were inverted to
obtain sound speed at two-day intervals, and differential travel times were inverted
to obtain absolute current velocity (see Eq. (3.8)). The ocean model for currents
consisted of the first three quasi-geostrophic modes with the range dependence given
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by sines. The three range-averaged mode amplitudes versus time are plotted in Fig.
3.1C with error bars shown. One can see that the second baroclinic mode amplitude
does not differ significantly from zero, although it is responsible for the small
perturbations in the profiles near the surface. The first baroclinic mode amplitude
decreases by a factor of two over the course of the experiment. This variaticn is
associated with the change in separation of the differential travel-time data between
the shatlow turning rays and the deep turning rays. The error in the first baroclinic-
mode amplitude is large because it is determined primarily by the rather uncertain
travel times associated with the shallow turning rays. The barotropic mode (mode 0)
amplitude increases by a factor of thiee. The error for the range-averaged barotropic
inode is smaller than the error on the first baroclinic mode amplitude because data
from all the rays contribute. The results agrees favorably with XBT and AXBT
SUrveys.

It is important to emphasis that reconstruction of nczan currents by solving Eq.
(3.8) can be done if ray paths in opposite directions are very nearly reciprocal, i.e., ray
tube separation in space is small comparad to the scale of medium inhomogeneities.
Tomographic reconstruction of flow velocity in powerful currents, where the last
condition may not be true, was considered by Godin, et al. [97]. An interesting non-
perturbative approach to the problem was discussed there.

The experiments on occan acoustic tomography, described above, have shown
promising perspective for measuring small temperature variations over long distances
and for measuring ocean currents in large regions. Appealing applications are
possiblc with the use of a three or more iransceiver arrays. With a three-transceiver
array, the areal-averaged relative vorticity can be measured {98]. With five or more
transceivers, one can directly measure not cnly the gradients of the relative vorticity
but also its L.aplacian and thus attempt to balance the potential-vorticity equation {99].

3.4 NUMERICAL SIMULATION IN OCEAN ACOUSTIC TOMOGRAPHY

Numerical simulation for OAT is very useful in many respects, particularly, in
the evaluation of:

a) The limits ot applicability of linear theory of reconstruction, when terms
of order «” can be neglected in Egs. (3.8); and

b) The stability and precision of the reconstruction procedure when some
parameters (for example, experimental data used for reconstruction) are
known with restricted precisicn or may fluctuate.

Several numerical techniques for tomographic reconstruction were developed
at the Shirshov Institute of Oceanology {100, 101]. A warm eddy observed in the
soutnwestern part of the Sargasso Sea was studied with one of the techniques. The
diameter of the eddy was 200 km. The sound speed at its center (at a depth 500 m)
was 6 m/s higher than in the surrounding medium. Different positions of the eddy
between the sound source and receiver (each at a depth of 1000 m) were considered,
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and each time its center was supposed 1o lic along the path between the source and the
receiver, which were 200 km apart. A parameterization of the medium was
accomplished by introducing a grid in both the vertical and horizontai directions. with
linear interpolation inside each triangular cell. Only two-dimensional situations,
when the source and receiver were in the same vertical plane, were been considered.
Travel times from the source to the receiver along 14 rays were used as the
projections for tomographic reconstruction. The number of unknown parameters in
the inversion procedure was greater than the number of equations. Nevertheless, it
appeared that, using Tikhonov's regularization method {102] and quite natural a priori
information, rather satisfactory reconstruction of the medium can be achieved. An
rms error of reconstruction was 0.5-0.7 m/s depending on the position of the center
of the eddy. Solid lines in Fig. 3.11 are the initial sound-speed isolines, whereas the
dotted ones are reconstructed values of the sound speed for the casc when the center
of the eddy was exactly at the middle between the source and the receiver (the error
of reconstruction was minimal in this case). The inversion procedure appeared to be
stable when the random crror in travel-time measurements did not exceed 15 ms.

. Mﬁﬁ_” N Figure 3.11. The worm eddy reconstruction: solid
S fines - 1soltnes of the measured sound speed

2001 profile; dotted lines - 1solines of the reconstructed

sound speed profile (Adapted from [100]).
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Figure 3.12. Calculated ray travel times versus a : ‘
location of the Gulf Stream Center: sohid lines - [133.94 - vviee o
exact ray approach; dotted lines - lincarized
theory (Adapted from {100]).
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The lincar inversion used in the example fails when the vartations, dc(7,2). from
the mean sound speed, c(z), exceeds approximateiy 10 my/s. This is a case in the Gulf
Stream, for example, where sound-speed fluctuations can be as large as 50 m/s. The
dependencies of travel times, 1, for three rays on the position of the certer of the Gulf
Strcam ring, at r, lying in the ptane connecting the source and the receivet, are shown
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in Fig. 3.12. The scurce and rcceiver were 200 km apart and the sound speed
variation, 3¢, was cqual to 35 m/s. Solid lines corresponds to calculations in
accordance with Eq. (3.3). Dotted lines are calculations using the linearized Eq. (3.8)
with ©- 0. We can sece that the linearized approach produces errors in travel time up
to 30% for some cases. Tomographic reconstruction in such cases becomes much
more complex.

3.5 ACOUSTIC MONITORING OF GLOBAL CLIMATE CHANGE

It is well known that increasing the concentration of CQO,, CH, and some other
gases in the atmosphere causes a risc in the average global temperature of the Earth.
This effect, called the "greenhouse effect,” is very important to the future of the
mankind. The problem of monitoring the effects of greenhouse gases in the
atmosphere at some representative places on Earth has been practically solved. But,
for many reasons, calculating the atinospheric temperature trend from these data is
rather difficult. A prediction of the tiend even from very long series of temperature
measurements in the atmosphere is not very reliable due to very the large natural
variability of the atmosphere.

It is also knowa that a significant par: of the heat in the atmosphere and solar
encrgy are directly absorbed by the ocean. Thus, direct measurements of the
temperature trends in the Worid Ocean have become an important aspert of the global
climate change problem. A significant part of proposed schemes for globa! climate
monitoring includes OAT. The idea of acoustic monitoring of the global climate
changes was suggested by Munk and Forbes [103] i 1989. The proposal gives a
preference to the analysis of the temperature averaged over long planetary-scale
distances in the World Ocean rather than the temperature incasurements at some given
poirts. Travel times of acoustic signals are directly related to such an averaged
temperature.

The technique, proposed by Munk and Forbes, has two main advantages in
comparison with atmospheric measurements. First, the natural "noise" from natural
variability of the ocean is much less than that of the atmosphere, due to a larger
thermal inertia of the water mass. Second, averaging can be achieved not only in the
temporal domain but also in the spatial domain. Existing estimates have shown a
warming of the atmosphere by 0.5°C during last 130 years. Appropriate estitnates of
the warming of the ocean during recent years have indicated that a change in the
sound travel time has been typically 0.25 s per year over a 15,000 km distance.
Simultaneously, however, meso-scale variability in the occan causes a one-order
higher fluctuations of the travel time. Calculations have aisc demonstrated that an
acoustic experiment of 10-year duration would aliow for the establishment of the
general temperature trend.

Working Group 96 of the Russtan Scienti{ic Committee on Ocean Research has
concentrated its efforts on a wide program of ocean accustic monitoring. The
scient:fic communities of many countries have declared their intontions to participate
in this project. Success of the Heard Island Feasibility Experiment [104, 105) was
very encouraging in establishing a proposed course of action. The general picture of
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acoustic paths from Heard Island to the Indian, Atlantic, and Pacific Oceans are
presented in Fig. 3.13. From this illustration one can get an impression about the
distances that are present in the problems as they relate to the global monitoring of the

ocean.
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Figure 3. 13. Calculated propagation paths from Heard Islanci t0 receivers
at Ascension (A), Bermuda (B), Christinas (C), Omgon (D), and
California (E). (Adapted from [91]) :

Some principal problems must be solved before the pro:ect can establish a rea!
start. These problems can be separated into three grouvps. The first group is related
to the right choice of sound transmitter and receiver locations. Ideally, one would like
to have a system with gyro-scale resolution and meso-scale averaging [104]. Many
acoustic paths must be present and analyzed in experiments. Among them, such
exotic ones as across the Arctic Ocean (mostly under the ice cover) and from the
Russian port at Vladivostok across the Pacific have been discussed.

The second group of the problems requires the development of low-frequency
(50-70 Hz) arrays of transmitters and receivers that could operate with high efficiency
and 10-years reliability at depths of about 1 km. Such arrays are needed to achieve
the necessary acoustic efficiency of the system, as well as to insonify only the near-
axis part of the USC. In this case, ocean mammals, inkabiting the upper several
hundred meters of the ocean, will not be affected by acoustic signals periodically
generated during the many years.

The third important problem is the development of robust algorithms for ray
identification (in temporal and angular domains) after their propagation along many
thousand-kilometers paths across the rather unstable ocean. The principal intellectual
challenge in the algorithm design is the separation of the measured combined
greenhouse and ambient-climate effects.

3.6 TOMOGRAPHIC EXPERIMENTS WITH VERTICAL ARRAYS
IN THE DEEP OCEAN

The sound field in a layered or nearly layered medium far enough from the

source can be represented as a tinite sum of propagating normal modes. The modai
description is especially convenient for low frequencies when the number of
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propagating modes is small. Therefcre, measured modal structure at the receiver
location will contain the information about the propagation path characteristics and
the source location.

To develop tomographic methods, based on the modal approach, experimental
measurements of complex modal amplitudes, spanning most of the water column
down to the bottom, are needed. Vertical tinear arrays are suitable for this purpose.
Presently, only a few publications concerning measuremeiits of this sort are availabie.
In particular, such experiments were carried out in shallow water [106, 107] and in
the Arctic [108] and Pacific Oceans {109]. One of the main difficulties of these
experiments consists of controlling, with high accuracy, the vertical configuration of
the array. If this problem is solved, ithen we arrive at the following linear set of
equations for CW signals:

, ]
o) = Y 6,0, (2 )explik,s,),  n=l2 LN, (;.9)

m=i

where V is a total number of receiving hydrophones, p!*’ is the experimentally

measured signal by the nth hydrophone, the point (7..=,) defines the hydrophone
horizontal and vertical coordinates (in the plane of sound propagation), ¢, () is the
vertical eigenfunction of the mth mode, «,, is the horizontal modal wavenumber, and
¢,, is the complex excitation coefficient of the mth mode depending on the scurce
location. The solution of this set of equations to extract the occan parameters has
been discussed in detail in Ref. [4].

As mentioned earlier, Norwegiar Sea Experiment in 1990 was performed in
the using a 560-m vertical receiving array with 29 equaily spaced hydrophones [4, 57,
110]. The array was deployed from the ship, and its spatial configuration was
monitored by a special acoustic system. The 105-Hz transmitter of the CW-signal
was set at a depth of 550 m and at a horizontal distance of 105.5 km from the
receiving array. The medium between the source and the receiving array was
inhomogeneous. Figure 3.14 represents isolines of sound speed and the bottom
bathymetry along the acoustic path.
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Figure 3.14. Sound-speed isolines and bathymetry for OT 1’432
;l;t; ]l ;)90 Norwegian Sea Experiment. (Adapted from S0 6040 20 :l:rn
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Mode amplitudes were czlculated according to the procedure described in
[108]. Calculated (from the measured data but arbitrarily scaled) modal intensities,
1 17, for the first eleven modes (the theoratically predicted number of propagating
modes) are shown in Fig. 3.15 by solid vertical lines. The dashed lines correspend
to mode intensities theoreticatly calculated from Adiabatic Modal Theory (AMT).

Mode [ntensity (arb.)
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Figure 3.15. The first cleven mode 1 E L i
intensities, calculated from measurcd nata | + L | [ ]
(sokid iines) and from Adiabatic Modal JEEE .- ¢ Do
Theory (dashed lines) for the 1990 N 0 T N
Norwegian Sea Experiment. (Adapted 6 2 4 6 & 10 12 (
from [4).) Mode Number |

For given complex modal amplitudes, ¢, , the position of the source emitting

the sound wave can be reconstructed numerically. According to AMT, the modes
generated by a source at the point (r,-,) give the following pressure field at the

receiver location (r,2):

(AM"I)

oM 2 = Z cmzm(rn,:n)exp(if'“ <,dr), 12N, (3.10)

Thus, the angle, o, between iwo M-dimensional complex vectors, a:[q,l,
’n

a, =c,(r,,z,)explix,r,) and b=[F ], b, =c (r.z)exp| [x,dr| depends on the assumed
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mon

coordinates of the source:
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The dashed lines in Fig. 3.16 demonstrate the parametric dependence of the function
C(r,.z,) on the source horizontal location:

Cofr,) = MAX (Clrz ). (3.12)

3

One can see that C,(r) has maximum at r’= 109 km, which differs by 3.5 km frem

the real position of the source. This discrepancy appears to be due to a lack of
complete information on the propagation conditiens. The sound-speed protiles (SSP)
were measured at only five points: the two terminus (& and S) and three additional
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points P, P,, P, (see Fig. 3.14). Due to drift, these points appeared to have moved
about 6 km away from the actual acoustic path. Based on the measured acoustic data,
a reconstruction of the SSP along the path can be attempted by using the method
called “Matched Field Tomography” as a step prior to the source-localization
procedure.  In the experiment, the appropriate procedures were as follows.
Proceeding from five available SSPs, one can calculate the average profile, <c(-)>.
Deviations at five locations in range, Ac,(z)=c,(z)-<c,(-)>, k=1,2,..,5, were approximated
by EOFs. Only two of EOFs were found to be necessary to provide a good
approximation for all Ac (). The SSP between the points R P, P, P, S werc
interpolated linearly. Hence, a certain vector, ¢, with 6 (=2x3) components described
completely the sound-speed field along the path. Then, for the given vector, g4, the
signal at the nth hydrophone was calculated theoretically by AMT. It is important to
mention that the quantities p* cannot generally be considered as linearly dependent

on ¢ for practically all possible variations of ¢. The tomographic procedure consisted
of finding the vector ¢ which ensures maximum of the following function:
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(cf. Eq. 3.2). The gradient descent method with a starting point of g¢-=
(corresponding to a layered medium with the average SSP <c(z)>) can be used to
maximize the function K(g).

Deviations of the measured SSP from the average one (dashed lines) and
deviations of numerically reconstructed SSP, corresponding to the particular vector
g, trom the average one (solid lines) are represented in Fig. 3.17 for three points,
P,. P, P,, where environmental measurements were carried out. One can see that the
reconstructed profiles are close enough to the measured ones with a deviation of the
order of | m/s.

A new estimate of the source position was then accomplished by using the
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Figure 3.16. Correlation of experimentally , . f |= [\ 'I‘,
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experimentally observed medium and sohd line| 0 2 L !
to tomographically corrected one. (Adapted 80 100 120 140
from {57].) r, km

parameters of the previously obtained, tomographically reconstructed medium. The
result is shown in Fig. 3.16 by the solid line. The new position of the source was
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estimated to be 106 km from the receiving array. This estimate deviated by only 0.5
km from the source actual position.

Z, km
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Figure 3.17. Deviations of the measured sound i I
speed profiles from the average ones (dashed | -1.0
lines) and deviations of numerically 1.2
reconstructed sound speed profiles from the )
average ones at three horizontal locations. 0 3 10 13 20
(Adapted from [57).) AC(z), m/s

3.7 WEAKLY DIVERGENT BUNDLES OF RAYS AND THEIR
POSSIBLE USE IN OCEAN ACOUSTIC TOMOGRAPHY

It has been observed in recent experiments on long-range (up to 3500 km)
sound propagation over certain paths that the sound field can form very stable shadow
and convergence zones. This fact means that the distant sound energy is not
inevitably spread over all depths and decays with the distance according to the
average decay law [8], but concentrates along some bundles of rays [94, 111]. It was
shown that the existence of so-called “Weakly Divergent Bundles” (WDBs) of rays
is a reason for such concentrations. The conditions for the formation and the
propagation of WDBs in a range-dependent ocean have been investigated and
published in [112, 113]. Rays within a bundle leave the source with grazing angles,
%, corresponding to extrema of the function L(y), the length of a ray cycle with respect
to its emergence angle. It appears that the propagation time, (), along rays in a
WDB concentrates near some average value. This is an important characteristic of
acoustic propagation for OAT. This property of a WDB follows directly from the
following relation [114]:

o 1ot (3.14)

where v=c(z,)=e()/cosy(z) is the phase velocity in the r-direction for the quasi-plane
wave corresponding to a given ray, whereas -, is the vertical coordinate at the turning
point of this ray. Therefore, functions /(v) and L(v) have extrema at the same v, i.c.,
for the same angle 3. Hence, propagation times along the different rays in a WDB are
also close to each other.

One may anticipate that WDBs can be observed not only in range independent

environments, but also under adiabatic conditions (i.e., a slowly changing waveguide).
Experiments have shown that WDBs have been observed at great distances (up to
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3500 km) even under the conditions of considerable change of the sound channel
along the propagation path [94]. An additional confirmation of these results has been
obtained also by numerical simulation. It appears that, although the cycle length,
L(y.r), changes considerably with the distance, some extrema of the function preserve
their extremal behavior over a long range. This fact ensures that the ray tube
associated with an extremal ray expands comparatively slowly with increasing
distance, so the sound intensity remains high along such a tube.

The =(y;r)-diagram, which specifies the depth, -, at a distance, r, for the ray

that leaves the source at the grazing angle, y, can be used to investigate the average
energy parameters of a WDB. For example, if one distributes the total energy of the
bundle uniformly over its cross-section for a horizontally stratified medium, one
obtains for the squared amplitude (sound intensity) of the bundle:

Al rcosy'sy’ _
q2 o TEOL (3.15)
5z cosy”

where 4 is the sound intensity generated by the same source at a distance, r, in the

case of homogeneous medium, y’ and y” are grazing angles of the same characteristic
ray of the bundle (e.g., with the smallest emergence angle) at the source location and
at the distance r, respectively, 8y’ is the angular width of the bundle leaving the
source, and

8= 120 -1 =+ 1 2L | siny |
ay’

is the depth difference between the bound bundle of rays, which determine the wave
front at the receiving point.

The amplitude of a single ray can be described also by Eq. (3.15), if we replace
the bundle cross section, §5=2arcosy-8z, by the cross section of an infinitely narrow
ray tube 4S-2mrcosy’-16-/0y'|dy. We can introduce the average (over the bundle)

derivative {(-')=AZ/Ay, where AZ=fi:’(x;r)|dx is the sum of quantities

maxt(;r)!-minl=(x.r)} over all monotonic parts of the =(xr)-diagram. The estimated
average-squared amplitude of the ray is

. Alrcosy’A
q2e Zo TR (3.16)
AZ cosy”

which is also the sound intensity measured by a directional antenna that resolves the
different families of rays in the bundles. (More than one family can be present in the
bundle due to the existence of caustics, for example). The ratio 4/4, is equal

approximately to the number of rays of such families.
Let us consider further the previously mentioned Canary Basin Experiment in
the context of WDBs (see Figs. 3.5-3.7) [94]. The “tongue” of higher salinity water
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caused a formation of a two-channel propagation structure. A WDB (in the angular
interval y=[-2.7°,2.6°]) existing at lesser distances, experienced considerable
structural change and split into three bundles with X’s in the intervals: 1 - [-2.7°,-2°],
- [-1.6°1.4°)], and Il - [2°,2.6°). Bundle ! was trapped by a deep, strong channcl
with its axis at the depth of 1500 m (see Fig. 3.7). This bundle preserved its weak
divergency. Bundles [ and 111, trapped by the upper channel with its axis at 500 m,
experienced stronger disturbances. Their energies were smeared over practically the
whole channel. This can be seen in Fig. 3.18a, where boundaries miniz(»)! and
maxiz(r)} are plotted for bundle Il (solid lines) and for bundle I (dashed lines).
Average ray amplitudes versus distance along the same bundles, calculated from Eq.
(3.16), are shown in Fig. 3.18b by the same kind of curves as in Fig. 3.18a.
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Figure 3.18. (a) - Two WDBs for the experiment in the Canary Basin
Experiment; (b) - average ray amplitudes versus distance along the same
WDB (see Fig. 53.7).

The amplitudes in bundle I are strongly oscillating because of pulsations in the
bundle cross-section. (This, however, is not clearly visible in Fig. 3.18b due to the
great difference between horizontal and vertical scales.) Sound amplitudes in this
bundle, formed by all other normally divergent rays (dotted line), are 15 dB above the
background. Bundle I is more divergent than bundle 1. Its ray amplitudes are not
higher than 6 dB above the background, so it can not be classified as a WDB.

Horizontal inhomogeneity of the sound channel was strong in a Norwegian Sea
Experiment conducted in 1990 [4, 112]. The greatest distance in the experiment was
890 km. The vertical SSP, c(c), at different distances and the bottom bathymetry are
presented in Fig. 3.19a. A two-axis channel existed at mid-range. However, even in
this strongly range-dependent conditions, some bundles preserve their structures.
There are six WDBs corresponding to the following angular intervals: I - [-10°,-7.6°].
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I1-[-7.6°-5.9°, I - [-3.2°-1.7°], IV - {1.7°,3.1°], V - [6.4°,7.9°], and VI - [6.4°,7.94y.
in Fig. 3.19b boundaries of WDB IV, which retains its structure up to the maximum
distance, are shown by solid lines. Dashed lines correspond to bundic 1. which i<
formed by rays leaving the source at steeper emergence angles. This bundlc i
destroyed at distances about » =630 kin due to the interaction with the bottom.
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Figure 3.19. The 1990 Norwegian Sea Experiment: (a) - the
bethymetry and the sound speed profiles at difterent distances, (b) - two
WDRBSs; (¢) - average ray ainplitudes versus distance along the same
WDB. (Adapted from [112})

The average sound amplitudes, 4, in these bundles are shown in Fig. 3.19¢ by

the same kind of curves. The amplitude in bundle I dreps significantly at distances
necar 639 km and remains close to background level. The amplitude of bundle Vi, not
shown in Fig. 3.19¢, reveals the same behavior. Also not shown in Fig. 3.19¢,
bundles Il and III were considerably affected by horizontal inhomogeneity of the
sound specd and were slightly above background. In contrast to this, the amplitude
in bundle 1V, although strongly oscillating, was considerably higher than background
level (by 17 dB at some distances). The average amplitude of bundle V has analogous
behavior (also not shown), and only at distances greater than 800 km did it
disintegrate due to interaction with the bottom.

In Fig. 3.20a, the normalized amplitude as a functicn of depth, averaged over
100 m in depth, is plotted on a linear scale as a solid line at a distance of 571 km. The
same average amplitude at the distance of 778 km is shown in Fig. 3.20b.
Considerable variations in amplitude versus depth indicate that the WDBs play an
important role, Dotted lines in the tigures represcni numerically calculated amplitude

F=S
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taking into account all rays leaving the source in the angular interval | 11°,11°]. The
dashed curves correspond to numerical calculations, taking intu account only rays
forming WDBs — all six at 571 km and four cf those noc destroyed at 778 km.
Behavicr of the numerically simulated bundles at 778 km is very similar to that of
experimental amplitudes, which means that WDBs play the main role in forming the
sound field.
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Figure 3.20. The sound field amplitude as a functicn of depth at a distance of* (a) -
571 km and (b) - 778 km for the 1990 Norwegian Sea Experiment. Solid lines
correspond 1o the experimental data, dotted lines correspond to aumerically caleulated
amplitude, taking into account all rays leaving the source in the angular interval
{-11°,11°], dashed lines correspond to numerically calculated amplitude, taking into
account only rays forming the WDB. (Adapted from [112].)

Weakly divergent bundles imay have considerable practical importance. They
can be used for effective long-range underwater sound communication, for example.
In the presence of strongly pronounced inhomogeneities of the sound speed in both
horizontal and vertical directions, models using the WDB-approach increase the
effectiveness of the matched field method in solving inverse problems. The siability
of a WDB in the presence of different kinds of inhomogencities in the ocean is very
important for Munk-Wunsch Ray Tomography also. Particularly, bundles can be used
as reference rays in "dynamic" tomography, which analyzes diffcrences of arrival
times of different rays instead of arrival times itself. For acoustic thetmometry of the
ocean it is also important to use rays and bundles that are stable under the conditions
of strong variability of the oc=an.

It should be noted that, when working with WDBs, one must use hydrophone
arrays or moving single receivers. A single receiver at a fixed position will be
ineffective, because WDBs can change their positions when conditions for sound
propagation are changing.

In conclusion, let us discuss the possibility of using WDBs in one of the
acousfic paths in the Arctic ( the Beaufort Sea - Spitsbergen) proposed for the ATOC
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(dcoustic Thermomerry of Ocean Climate) project [16, 1 7]. As range-averaged SSPs,
<c(z)>, two typical profiles have been selected: a typical one before the Lomonosov
Ridge (solid lire in Fig. 3.21a) and one after it (dashed line). Two WDBs are shown
in Fig. 3.21b. They leave the source, which is placed at the depth 300 m, in two
angular intervals: 1-[-7.8°,-7.6°] and 1l - {7.4°,7.6°). Average ray amplitudes versus
disiance along the same bundles, calculated using Eq.(3.16), are shown in Fig. 3.21c
by the same kind of lines as in Fig. 3.21b. Lower turning points of these ray appear
10 be deeper than the top of the Lomcnosov Ridge (at a distance 1950 km in Fig.
3.21b). This fact influences the WDBs in some measurements, but does not disturb
their general structure. A standard WDB corresponding to x=0, not shown in Fig.
3.21, also exists. Such rays have short cycle lengths, and the bundle disintegrates
even at moderate distances.
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Figure 3.21. (a) Representative sound-speed protiles in the Arctic before the
Lomonosov Ridge (solid line) and after the Lomonosov Ridge (dashed line); (b)
wo WDBs; (c) average ray amplitudes versus distance along the same WDBs.
(Adapted from [115].)

The stability of a WDB appears to be very important for detecting small,
climatic changes of the average temperature of the Arctic Ocean (ATOC project). To
demonstrate this possibility, we have numerically determined the changes of WDB
propagation times and amplitudes under the influence of a small increment of
temperature A7(z). We assumed a lack of temperature variations at the surface (ice-
melting temperature). Maximum variation, 37=max{A7}, was introduced for the depth
z=h=30m. The form of temperature variation is given by, A7(2)=87exp(-|=-h|/H) forz>h
and AH=5000. That s, AT decreases slowly with increasing depth. Calculations were
made for different maximum values from the interval 0<87<0.15°C. According to the
calculations, ray amplitudes in the WDBs at a maximum distance of 2900 km (for all
87) appear to be 10-14 dB higher than the background formed from the rays not
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belonging to the WDB. The depth of the central ray in the bundle varies between 300
m and 1300 m, and the vertical cross-section of the bundie changes from 40 m up to

600 m. The pair of the same kind of lines in Fig. 3.22a shows maximum, ¢%(67)-,,
and minimum, t"f'”(ST)—to, delay times for both bundles versus &7, where travel time,

mn
t,» corresponds to the slowest ray in the absence of temperature variations (AT-0).

The intervals, Ar“PET)=1"" 19D " show the possible dispersions of the travel times

at the distance of 2900 km. The variations of the average amplitudes or these rays are
shown in Tig. 3.22b. Small Ar for the bundle in the angular interval [-7.8°,-7.6"]
(dotted line) at small 67 are due to the additional focusing of the rays reflecting from
the front slope of the ridge. The considerable difference in Ar for boundary rays in
this bundle for 87>0.02°C is due to the bundle broadening as it reflects from the rear
slope of the ridge and from the plateau adjacent to it. This also causes a decrease of
approximately 5 dB in sound amplitude in the bundle (Fig. 3.22b).
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Figure 3.22. The dependencies of parameters of
two WDBs (I,1I) on temperature variations: (a) the : ;
maximum and minmum bundle temporal-delay o8t L T
variations; (b) the average bundle amplitude

variations. (Adapted from |115].) Lo 0.05 o BT, C

One additional important fact can be learned from Fig. 3.22a. The difference
in propagation times of different bundles, as well as for different rays in the same
bundle, is considerable (30 ms and more). Therefore, different bundles, and even
different rays within them, can be resolved in practice. An approximately linear
relation, Adr= Ac/c, between decreasing of propagation time, Ar, for either bundlc and
increasing of sound speed. Ac, corresponding to the increase of 57, can be also seen
in Fig. 3.22a.

Investigations of the use of WDBs in acoustic tormography and thermometry,
especially for the Arctic region, have been presented in [115]. The following
problems were considered in that paper:

a) Wave interpretation of WDBs;
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b) Frequency dependence of WDBs, inciuding the weakening and
disappearance of WDBs with decreasing frequency;

¢) Estimation of minimum frequency, for which the eftect of WDBs5 s
apparent (about 30 Hz for the Arctic conditions); and

d) Problems of the experimental use of WDBs in OAT and measurements of
Arctic Ocean warming.

3.8 INTERFERENCE TOMOGRAPHY ALGORITHMS FOR SYNOPTIC
INHOMOGENEITIES AND OCEAN BOTTOM RECONSTRUCTION

An interference algorithm for OAT has been proposed for the reconstniction
of the synoptic inhomogeneities of the sound speed by the analysis of perturbations
in the iater-mode-phase difference [59]. The inter-mode-phase difference is
determined by the measured spatial distribution of the interference structure of the
acoustic field. The possibility of solving the phase proolem for ocean conditions will
be analyzed numerically for synopiic inhomogeneities. Also, an interference method
for determining the SSPs, the density. and the attenuation coefficient in the hottom
by measuring the sound interference structure and using a priori evaluations of the
bottom paratneters will be discussed.

3.8.1 Interference Tomography for Synoptic Inhomogeneiiies

Let us consider an irregular underwater waveguide with a SSP that is slowly
varying horizontally: c(r=)=¢ (=) dc(r,2), where [3¢cl«c. At the point, (0,2 ), we piace an
harmonic sound source with radiation power ”,. A receiver is located at the point
(¢,5,). The SSPs near the source and near the receiver are equal and given by ¢ (o).

However, due to inhomogeneities, there arc SSP variations given by dc(r) in
between. We consider the bottom to be smooth, non-absorking and homogeneous.
Considering synoptic horizontal scales, we can assume that the characteristic
scale of horizontal variations of the SSP is much greater than the mode interference
scaie, so that the adiabatic approximation can be used to describe the sound field.
Numerical estimates have shown that, for synoptic variations of the sound speed,
perturbations in the inter-mode-phase difference, ¢, arc small for nearby modes (n

nni?

and m); that is, ¢, =8, -8¥ |«1, where 8% is a perturbation of the nth mode phase,

associated with the inhomogeneities. In the adiabatic approach, the phase of the nth

mode at the receiver location has the form: ¥ (,0)~ f "dr ' (r' ). For normal modes,
0

significantty spaced in the modal spectrum, the perturbations i the inter-mede-phase
difference may be of the order or even greater than unity.



Assuming that for all mode pairs :¢_ .«I, we obtain for the acoustic-field

™

intensity variation associated with synoptic inhomogeneities:

Alas.z,) - lk(a.:‘_,:,)—!(a.:_‘,,:,) =

. fg ol i: @) (-,,tp (2, )¢, (z,)sin(iK, - )a)s,,,,, (3.172)

/,____

a n=l m=1 VK

where Xa,z,) is the intensity of the acoustic field at the receiver in the presence of
inhomogeneities, /(a,-.=,) is the intensity in the receiver without inhomogeneities, ¢,
and «, are the vertical eigenfunction and horizontal wavenumber of the nth mode in

the unperturbed waveguide, » is the number of propagating modes. To formulate
directly the basis of interference OAT, we should relate the mode-phase perturbations
to the field of inhomogeneities [59]:

2

G [ [ =S, (3.17b)

Q
Kﬂ

where S(r.2)=8¢(r,2)/z;(=). Thus. Eq. (3.17a) can be inverted with respect to S(r.2) on

the basis of well-known algorithins utilizing a regularization method [102].

Calculations have been made for two characteristic types of the ocean
underwater waveguides: a deep-sea waveguide with a canonical SSP and a surface
duct waveguide with the linear profile of the sound speed. The parameters of the
unperturbed waveguide acoustic modes have been calculated by the mode program.
In the process of inodeling the phase problem, the influence of sea noises has been
taken into account. The accuracy of the reconstruction has been estimated by the
coefficient n:

\JDM P73 1l (3.18)

where Ae,, is the difference between the true and the reconstructed values of ¢
For energetically weak eddies (i.e., |¢,,|«] for all modal pairs), a satisfactory

reconstruction of ¢, (with an accuracy determined by n<0.14) in the surface duct

channel may be achieved by measuring a one-dimensional (horizontal or vertical)
interference structure. For a deep-sea channel, the measurement of the
two-dimensional interference structure is obligatory. In the case of energetically
strong eddies (i.e,, &=15-30 m/s), spatial filtering (to single out large-scale
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interference structures for which ¢, |«1) should be used. It is necessary to measure

the two-dimensional interference structure in both types of channels for a satisfactory
reconstructionof ¢ .

Figure 3.23a illustrates the results of solving the phase probiem in a deep-sea
channel. The calculation was made for a sound-speed variation of 8¢=15 m/s. In this
case the optimum reconstruction occurred for the modes with numbers in the interval
42<i<65. The results for the case of thie surface-duct channel are given in Fig. 3.23b.
Here the optimum reconstruction was achieved in the interval 54<i<70. The variation
of the noise intensity has shown that a satisfactory reconstruction was observed for
the signal-to-noise ratio of the order or greater than 12 dB.
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Figure 3.23. Modal-phase pertnrbation reconstruction for: (a) a typical deep-sea
sound channel, (b) a linear sound speed profile with a surface duct. (Adapted from
[68])

Thus, by measuring the acoustic-field interference structure, one may determine
accurately enough (at least for a certain interval of mode nurvers) the inter-mode-
phase difference. The inter-mode-phase difference can then be related to synoptic
perturbations of the SSP.

3.8.2 Interference Tomography of the Ccean Bottom

Let us consider an ocean waveguide with discontinuities of the sound speed
and density at the water-bottom interface, =4 . The - -axis is directed downward. Let
the SSP be ¢=¢(z)+8¢(c) and the density be p=p(=) +8p(z). Here, c(z) and p(z) are a priori
evaluated sound speed and density. Sound propagation in a medium with attenuation
can be described by the following equation for the complex amplitude of sound
pressure:

k4 2
f)V( V_;] +%(1 2V)p=QF(r-r )b -2,), (3.19)
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where o is the cignal angular frequency,y=wo(k2p)pc=y-w(k+2n)pc? is generally
related to the attenuation coefficient for an isotropic clastic medium described by the

Lame constants » and o, Q=/8mpyc, s and P is the source power, p, and ¢, are the

density and sound speed near the source point, r,=(0,z,). The magnitude jw/c is the

attenuation coefficient in a homogeneous medium, which describes dissipative
medium parameters, for example, attenuation in the bottom.

A way of applving OAT methods for bottom-parameter reconstruction can be
described as follows. The formula, which relates the pressure-field intensity
perturbations to the variations of the bottom parameters, is uscd as a basis for
reconstruction of the SSP, density, and attenuation coefficient. An expression for the
pressure-field intensity can be written by using the modal description (as was done
in the previous section). The average medium parameters in an area under
investigation or other a priori information can be used as a reference. The modal
parameters (e.g., eigenvalues, eigenfunctions ) can then be expressed through the
bottom parameters by perturbation theory. The formula is then linearized for a short
path (the path for which variations of amplitude and phase of modss are small). This
linearization simplifies the formula.

Let us consider some results of numerical reconstruction of the sound
attenuation coefficient in 2 homogeneous bottom by measuring the sound intensity for
the case of random noise and unknown source power. Without sound-speed and
density variations, wc can rewrite Eq. (3.17a) as

Alazz,) = I-I-= szt MK (= asm ) K ass)), (3.20)
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[=-PP2pscys 4,055, = 90,0902, ¢, and k_are the nth modal eigenfunction and the
horizontal wavenumber in the waveguide with characteristics ¢(z) and p(=), and v .0
a-r-rjl.

Assuming y(z)-y-=const and taking into account the noise intensity, we can
represent £q. (3.20) as

flazz) —é(ﬁa,:,:(,) 1)y, 0,405 -v,0.a,5,5), (3.21)

where the sound intensity, /, in the reference (no inhomegeneitics) waveguide and the
coefficients, Q,-Pufd: 'K, i=1,2, are calculated for the case of a source with fixed

power, P=P, [ _is the noise intensity, £&=P /P, and P_ is an unknown source power.

A

Instead of the value y, we have formally substituted the uncorrelated values vy, and

v.. Numerical simulation of the reconstruction of y was carried out on the basis of
Eq. (3.21).

The following model has been used for numerical simulation. The water-
column depth is 295 i, the sound speed in the water column is 1483 m/s, the bottom
sound speed is 1750 m/s, the source depth is 75 m, and the receiver depth is 55 m.
External noise intensity is introduced by random values, / , with a uniform

ns?

distribution in the interval [0,2¢ )] and dispersion { /3. Random values of noise

intensity are added to the values of / at the measuring points. In the numerical
reconstruction we employed an integral-equation-solving program based on
Tikhonov's regularizing technique [102]. The horizontal range interval varies from
0.5 to 8 kim.
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Figure 3.24. Reconstruction error dependence on: {(a) - the attenuation coefficient in the
bottom half-space, (b} - the signal-to-noise ratio. (Adapted from [68] )

The dependencies of reconstruction error, n (n='y y,/y, where y, is the

reconstructed value), on the attenuation coefficient, y, and the noise intensity.J
(§=10-1og(/, /I, 7)), where 7_is the maximum of the sound intensity) are shown in Figs.
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3.24a and 3.24b, respectively. Curves 1 and 2 describe the reconstruction of y, and
y., respectively. Numerical simulation has shown accurate restoration of the

attenuation coefficient for values of the signal-to-noise ratio equal to or larger than
10 dB for the case of unknown source power.

3.9 IDENTIFICATION OF RAY PULSES IN OCEAN ACOUSTIC
TOMOGRAPHY WITH A MOVING RECEIVER

The application of the tomegraphic scheme based on measuring travel-time
differences of the different rays has shown that ray-based reconstruction algorithms
may be generalized for moving sources and receivers. Some experimental results of
the pulse identification testing are discussed in this section.

An experiment was carried out in the western part of the Mediterrancan Sea in
June - July 1994 [148]. The Russian scientific-research ship, Akademik Sergey
Vavilov, received acoustic signals from sources of the /nternational Tomographic
Experiment (THETIS-2) by using two vertical acoustic arrays. The sources radiated
periodically coded signals (m-sequence [16]) on the carrier frequencies 250 Hz and
400 Hz. The coded sequence of the phase changes contained 511 samples. The
digital duration (a duration of the radiated pulse afier matched filtering) was equal
1,710 ms for 400 Hz and 1, =16 ms for 250 Hz. The source depths were - =150 m

and -=170 m (near the sound channel axis). The working lengths of the vertical

arrays were 127.5 m (with a spacing of 8.5 m) and 64 m (with a spacing of 4 m). The
depth range of hydrophones was from 50 mto 180 m,

c, m/sec
1500 1520 1540

Figure 3.25. Typical sound speed
profiles for the THETIS-2 experiment. ok
(Adapted from [148].) -2Q0L%& KM
According to the oceanographic data obtained simultaneously with the acoustic
measurements, the acoustic waveguide had a surface-duct channel over the entire
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region. Typical SSPs are shown in Fig. 3.25. The strong spatial variability of sound
speed was observed mostly near the ocean surface. The thickness of the main
variability layer was about 150 m. Spatial variations of the sound speed were the
greatest near the surface and did not exceed 10 m/s.

From the results simulated by ray and mode programs for the case of short
irradiated pulses with the temporal duration, t, the time structure of the received
acoustic signal can be characterized as follows. The group of the separate ray pulses,
corresponding to the steepest ray-emergence angles (relative to the horizontal axis),
arrives at the receiver first. Later, the group of the pulses corresponding to smaller
grazing angles arrives. Relative differences in the travel times between different
groups decreases with increasing time, /. From some value ¢=/ , the pulses

corresponding to the different clusters of grazing angles can not be distinguished.
One separate group of the ray pulses is usually formed by four rays, which have close
emergence angles and close propagation times. The first ray (with minimal delay) in
the group leaves the source in the downward directton and arrives at the receiver from
below the source horizon, and the last one leaves the source in the upward direction
and arrives at the receiver from above the source horizon. In particular, when the
receiver is near the axis of the sound channel (and its depth is also close to the source
depth), the two middle rays have the same temporal delay, and four rays, forming the
separate ray pulse, transform into three. In this case the intensity of the individual
pulses, corresponding to small grazing angles, exceeds considerably the pulse
intensities of the rest of the groups.

Data processing consisted of matched filtering of the received acoustic signal
with subsequent coherent or incoherent averaging of the matched-filter output.
Assuming that the ocean sound channel can be modeled as a linear time-invariant
system and that the sound propagation can be described by the ray approach, one
usually uses matched-filter processing to maximize the signal-to-noise ratio and to
optimize estimations of the signal amplitude and time delay in added external
Gaussian noise. Matched filtering represents the convolution procedure in the
temporal domain [16]. Coherent averaging consists of summing the complex filter
outputs. Incoherent averaging consists of summing the intensities of the convolved
signals. At the first stage, matched filtering was applied to the acoustic signal
received by the center hydrophone. Maximization of the filter response for this
hydrophone allowed for estimating the absolute time of radiation and eliminating the
Doppler frequency shift. Thus, the random Doppler effect in the frequency domain
and variations of the time delays due to irregular drift of the ship could be eliminated
at the second stage. The information obtained about frequency and time-delay
corrections was then used for processing acoustic data from other hydrophones of the
array,

The examples of the incoherently averaged intensity of the convolved signals
are shown in Figs. 3.26a and 3.26b (solid lines). Depths of the hydrophones were
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about: (a) 160 m and (b) 60 m. The intensity, /. is in dB normalized to some fixed
levei. The absolute value of the propagation times, ¢, for the groups of non-
difterentiated rays was calculated in accordance with the prior estimation of the
source-receiver horizontal distance, a= 256.43 km. To identify separate pulses, the
dependence of calculated sloping augles of the rays (for the SSP near the source) on
time delay, ¢, are plotted in Figs. 3.26a and 3.26b as circles. The calculation were
made for a horizontally inhomogeneous model of the ocean. Variations of the SSP
along the propagation paths were determined by linear interpolation of the profiles
near the source and receiver {profiles 1 and 2 in Fig. 3.25).

w0q @ oo Arrival Angle 10
g
m 0
5
0
-5 ng
7]
o) k-]
= 0 L . ou X X 10_0:
2 1692 169.6 170.0 1704 80
‘&
S04 ® o 0=
£ ° z
- AP ‘=
% -
30 1 0 v 5 -
20 4 0
i [}
10 J w a0 aod »\'. -3
o }
[+ ]
O
[¢]
an
V1693 169.6 . 170.0 170 4 10
Time, s

Figure 3.26. Temporal dependence of incoherently averaged intensity of the matched-
filter output for the hydrophones at the depths of: (a) - 160 m, (b) - 60 m. Circles

correspond to the arrival times of the scparate rays with different arrival angles. (Adapted
from [148].)

A comparison of the experimental data with the theoretically calculated defays
allows identifying the groups of pulses formed by the four rays. The accuracy of the
identification can be improved by determining arrival angles of the ray pulses. For
this purpose, the dependence of the phase difference of the complex filter outputs

56



from adjacent hydrophones on time delays can be determined. The dependenice of
phase difference, Ay, on iime delay is shown in Fig. 3.27 for two hydrophones with
a vertical spacing of 8.5 m. For the groups B and C, Ay (=y, -y, , where y, is the

signal phase at the hydrophone close to the surface) changes sign from positive (the
first ray in the group) to negative (the last ray in the group). For the group of rays, A4,
the phase difference changes sign from negative to positive, because |Ay|>n, but Ay
can be determined only with the accuracy of z. The result shows that the first ray in
the group arrives from below the receiver horizon, and the last ray arrives from above
the receiver horizon. The fields of the two middle rays in the group interfere with one
another, depending on the difference of the phases along the ray trajectories.
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Figure 3.27. Signal-phase difference on two adjacmt hydrophones versus arrival time for
 different groups of rays. (Adapted from [148])

Measurements have shown that, in the case of a moving receiver, a
considerable portion of the ray pulses (corresponding to steep grazing angles) can be
identitied. The accuracy of the time-delay estimation is proportional to the radiated
puise duration, t,.

3.10 A THREE-DIMENSIONAL MODAL APPROACH IN OCEAN
ACOUSTIC TOMOGRAPHY

The conventional OAT scheme is based on measurements of the delay times
between sound signals propagating along different ray paths in a USC. However. it
has been noted (e.g., in [12]) that the ray description of the field at frequencies
/=100-1000 Hz is invalid at horizontal distances »>10-30 km from the source in the
shallow water. The same is true (at distances r >>100-200 km) for narrow-surface-duct
waveguides in the Jeep ocean, which are typical for many regions of the World
Ocean. The mode description of the field is thec most realistic approach in these cases.

Vertical localization of the acoustic field is much less pronounced for shallow-
water waveguides, because of the rapid de-phasing of the modes in such waveguides.
Therefore, one cannot measure the parameters of individual levels of a shallow sea,
s0 that the tomograpny of shallow waters is necessarily two-dimensional (or planar).
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For these cases it is inappropriate to attempt a reconstruction of the structure on the
basis of the interpretation of tomographic daia according to the scheme considered in
[12], which essentially exploits the local influence of inhomogeneities intercepted by
each ray path of the sound field. Consequently, a different procedure must be applied
for the reconstruction in this case. A two-dimensional reconstruction of the structure
in a certain region surrounded by a selected configuration of sources and receivers can
be implememed by measuring the phase or envelope delay of different propagating
modes. A depth-averaged value, weighted in correspondence with the structure of the
given mode, is determined for the sound speed in the planar channel. This is the
two-dimensional scheme described in [36], where it is proposed to measure the phase
of a stable tonal signal in one of the modes identified by the receiving array.

On the other hand, the differences in the vertical structure of modes means that
they carry indepzndent information about different depth levels. Consequently, the
identification of several modes (either by means of arrays or as a result of the splitting
of pulse signals by inter-moda! dispersion) gives the hypothetical possibility of
reconstructing the vertical structure of the waveguide.

Three-dimensional tomographic reconstruction using normal modes can be
implemented in two stages. The planar ((x,y)-plane) tomographic problem should be
solved at the first stage. The initial data for the two-dimensional reconstruction can
be either the modal-phase perturbations {36] or the modal-pulse delay times by
analogy with ray-based tomography. Variations of the characteristics of the nth mode
along each transmission path (in fixed planar channel} between the radiating, p, and
receiving, g, arrays are given by the following equation for the modal-phase
tomography:

B = fﬁ)c x,)dl, (3.22)
where ¥, is the phase variation of the nth mode between the source, p, and the

receiver, ¢, and 8k, is the perturbation of the horizontal wavenumber of the ath mode.
For the tomographic scheme, based on timme-delay measurements, we have

o
815 < - [dl=2 o) (3.23)
e 6v,,
where ¢ ‘”’ is the envelope time delay of the nth mode on the path pg and v, is the

group velocity of the nth mode.

Using the measured set of values of 3%

)

or &1, gt the first stage, one can

reconstruct the two-dimensional field of the quantities 5« (x.y) or év, (x), respectively.
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This 1econstruction is usually made by partiticning the investigated region into a
certain number of discrete cells and reducing the integral equations, Egs. (3.22) and
(3.23), to an algebraic system of the form [i2, 14]:

yl = E blja,’ (3‘24)

where y, is interpreted as 8%, for Eq. (3.22) or &1 for Eq. (3.23), b, =R, is the length
of the ith path in the jth cell, and @, is the parameter value in the jth cell (3x, or &v,),

which we wouid like to reconstruct. The inverse problem, Eq. (2.24), is known to be
ill-posed, and its solution must be formulated with the application of appropriate
regularization methods [6, 16, 102].

The vertical structure in each of the segregated cells, J, is reconstructed at the
secoud stage. The relation between the perturbations, 6k, or v, obtained at the first

stage, and small perturbations of the SSP, &c(z), in the vertical waveguide piane is
used for this purpose. It can be rcadily shown that this relation for &, has the form

Bk, - (0°2x, }fd: SE el {3.25)

where S(z)- 8{c )} is ar unknown inhomogeneity, ¢, is the vertical eigenfunction
of the nth normal mode, and ¢, satisfies the normalization condition f @2(z)d==1. For
0

the perturbations of the group velocity we arrive at:
dv, /v, = fd: $(=)8,(2), (3.26)

where 0,()=Y 40,9, (2), c,=wik, is the phase velocity of the nth mode, and

A,.=cA=v,-c,) or Anm("‘”’)=[4“’lcn"n/('<;' )] fd:[(pn(:)qlm(:)/cz(:)] .The probiem of the
reconstruction of S(-) from Eq. (3.25) or (3.26) is also ill-posed. First of all, the
systems of functions, {u,} and 16 }, do not form complete sets. Secondly, only some
subset of the set of propagating modes, {¢, !, can be determined fron: experimental

data. Consequently, some kind of a priori information must be taken into account in
order to reconstruct the profile, S(z) [12, 14]. In particular, it is convenient in many
cases 1o seek a solution in the form:

NEED I WACN (3.27)
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where o, denotes unknown constants. and the functions, f, , are chosen to be as close

as possible to describing the expected structure of the inhomogeneity. Then,
substituting Eq. (3.27) in Egs. (3.25) and (3.26), we once again obtain the algebraic
system of type Eq. (3.24), in which y,=8x , a,=a,, and b =(0'/2k) f d= £ ()95(c) for

non?

modal-phase tomography, or y, <8v /v, a,=0,, b, =Y Aﬂufctfm(:)m“(:)qln{:) for modal-
I

pulse tomography. Solving the resulting system by some regularization method, we
obtain an expansion of the vertical structure in the selected basis of functions, {f (=)t

The restrictions, formulated for the pianar scheme of modal-phase tomography
in [36], remain valid for the proposed three-diinensional, mode-tomography scheme.
In addition, the accuracy of the delay-time measurements for modal-pulse tomography
is subjected to the same requirements as for the ray-pulse scheme {12].

As a conclusion, it is important to note that the proposed scheme admits a
natural factorization of the three-dimensional problem into a family of
two-dimensional problems, so that the methods developed for estimation of the
resolution of tomographic schemes in two-dimensional cases are applicable here [14,
45]. (Ray-based tomography would allow a factorization only by means of a special
algorithm [45].)

3.11 DOPPLER ACOUSTIC TOMOGRAPHY OF BOTTOM STRUCTURE

The Doppler Tomography Method is based on combining the syvathetic sonar
aperture technique with Doppler effects. It was first used with radar to map lunar
reflectivity and later in ultrasonic engineering and acoustics [74, 117]. It was
dermnonstrated that a use of the technique in deep-ocean waveguides gives one an
opportunity to separate the spatial dependencies of the Doppler shifts, correspoading
to different-order-bottom-reflected signals, to signals scattered by the rough
interfaces, and to signals propagating along "pure"-weter rays. The spatial
dependence of the intensities of the signals obtairied by integration within rather
narrow frequency bands and distance ranges along the appropriate trajectories in the
Doppler-frequency-shift-versus-distance plane can be used for determining the
reflecting and scattering properties of the ocean bottom. This method has teen
employed to find the angular dependence of the reflection and scattering coeflicients
ot acoustic signals from smooth and rough bottoms, and to determine density and
sound speed in the sediments. In the present section, the opportunities for the use of
the Doppler iomography for determining the frequency and angular dependencies of
the scattering strength for tonal acoustic signals are discussed. Theory and
experiment using the technique are presented in {74, 117].
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Figure 3.28 shows the results of the experiment conducted near a sharp coastal
slope between shallow and deep-water regions of an ocean waveguide [117]). The
sources., emitting tonal acoustic signals with the frequencies /,=i35 Hz and =238

Hz, were towed with the velccity v = 2.1-2.6 m/s at a 50-m depth. Acoustic signals
with frequencies, f(r), dependent on source position were received by a single
hydrophone of an autonomous recording station located at a height 100 m above the
bottom in the shallow part of the waveguide at the range »=0.

gk 5
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?'Or,km - 39 40 5Orkm

F lgure: 3. ?8 ﬁi)ppiugrafm im' s:gnals i {d) 135 Hz and (b) 238 Hz received on the sheif
gt from a-source ship moving off the shelf begmmng at 30 km (see Fig, 3 29b).
{%dapfed xmm 71

To obtain the Deppler-shift dependerce on horizontal range, Af(r)-Ar)-f, the

received signal, o(r). which was recorded siinultaneously with a reference signal, was
heterodyned at the intermediate frequency, /,=1 Hz, and fi'tered in the band, a7, =2.3

Hz. The signal spectrum
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was calculated for a duration, r=340 s, of each sample and with a time step of
=100 s (r=1A7, /=1,2..). The processing results are presented tn Fig. 3.28 in the
Doppler-shift-versus-distance plane, (Afr), for the ranges, where the contribution of
the signals scattered by the underwater slope is the most essential.

The fellowing conclusions can be drawn from the Dopplerograms shown in
Fig. 3.28. First, the bottom-reflected signals, which form the field in the shallow part
of the waveguide, correspond to the almost horizontal Doppler trajectory, reliably
observed when towing the source beyond the distance r> 40 km. The tow distance
exceeds the ray-cycle length (10 km) for this region of the waveguide. The Doppler
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shifts, corresponding o these signals, are not resolved, because of the small grazing
angles, ys10°, of the corresponding rays reaching the receiver.

' Second, when the source leaves the shallew part of the waveguide (+>30 km),
positive Doppler shifts appear at the Dopplerograms, which correspond to the signals
transmitted from the source in the direction of its motion. After backscattering at the
bottom slope, the signals reach the receiver by the rays that have grazing angles within
the interval 5°<y<i6°. As the source moves along the decp-water part of the
waveguide, the Doppler shifts, corresponding to the scattered signals, vary from
maximum (Af>0) to minimum (Af<0) values. At the frequency 7, =135 Hz within the

distance range 37<r <48 km, the interference structure of the scattered field, having
four Doppler lines 4/¢(~), J=l.4, ts seen distinctly (see Figs. 3.28a, 3.29a). These
scparate lines correspond to signals scattered by four characteristic discontinuities of

the sloping bottom, numbered in Fig. 3.29b in the same order from the left to the
right.

e e

" Af Hz

Figure 3.29. (a) Integration domains 1, 2, 3, 4 1.5 23 4

in the plane “Doppler shift vs distance”, b b) 1

corresponding to the scattering {rom appropriate 9 &‘
bottom dizcontinuinies; (b) Bottom profiie P o< . . . e
(Adapted from [117].) | 30 34 38 42 46 rkm)

Third, at the higher radiation frequency, f,=238 Hz, it is more difficult to single
out the Doppler trajectories, Af(r), against the background of scattered signals

produced by the interaction of primary waves with a rough bottem in the range of the
incidence angles O<y<w/2 (see Fig. 3.28b). That is, the fine interference structure of
the scattered component of the acoustic field vanishes with an increase in radiation
frequency. The latter means that the coherence of the scattered-field component
decreases with an increase in radiation frequency. In faci, at £=238 Hz tie

interference structure of the scattered ficld is characterized by the only distinct
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Doppler trajectory, 4f,(r), within the range 27<r<48 km. This distinct line
corresponds to signals scattered at the first discontinuity of the underwater slope. The
Doppler trajectory, Af(r), can hardly be seen in the background, while the trajectories
Af(ry and Af,(r) are practically absent.

To obtain and compare the angular dependence of ihe scattering strength, F (0),

at different frequencies for the first, ; =1, and second, j =2, discontinuities of the
underwater slope, we first integrate S(¢,/1) with respect to Doppler frequency

o2
20 o [ Seenso @ (3.29)

1,-5m

in the given band, §f-8A7)==0.02 Hz, and along the corresponding trajectories,
faf(r)ef,,at the plane, (Afr) (Fig. 3.28). As aresult of the processing of Eq.{3.29),

we can obtain the spatial dependence of the intensities, J(r), of the signals scattered

at the corresponding discontinuities. We can then calculate the propagation losses,
Jj’(r), due to the first and second discontinuities and the incidence angles of signals

F, a8

. 60 | a)

Figure 3.30. The dependence of scattering

strength on the angle of incidence on the first
(a) and second (b) bottom discontinuities for the:
frequencies of 238 Hz (solid ling) and 135 Hz 30 40 0
(dashed line). (Adapted from [117].)
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on the discontinuities, 6(-), by using ray theory. It was assumed and experimentally
proven that the bottor-reflection coefficients in the shallow part of the ocean
waveguide was equal to unity for all presented incidence angles. After that we can
use the experimental data for the acoustic-field intensity, J (), and find the necessary

angular dependence for the scattering strength by employing the known relation:
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F(8) = logJ (r(0) - log'(r(8)) - logJ (). (3.39)

The results, obtained from the experimental data in accordance with Eq. (3.30),
are given in Figs. 3.30. These results show that, it the radiation frequency increascs
by about 1.8 times, the scattering strength essentially increases by 5 to 10 dB only
within the incidence angle range -20°<0<40°, which is closer to the normal incidence
of the primary waves on the slopes of the two discontinuities.

These results demonstrate the broad possibilities of the Doppler tomography
method for the determination of seafloor characteristics.
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Chapter 4:

DIFFRACTION TRANSMISSION TOMOGRAPHY FOR MESO-
AND MICRO-SCALE OCEANIC INHOMOGENEITIES

Previously discussed tomographic methods were based on the adiabatic
approximation, which neglects inter-mode and inter-ray energy exchange. Methods
of diffraction tomography do not use the adiabatic approximation. As it is known [8],
the applicability condition of the adiabatic approximation is define by the inequality
L>D,, where L is a characteristic scale of inhomogeneity, 0, is a maximum scale of
the harizontal interference structure of the acoustic field (e.g., length of a ray cycle).
If 7.<D,, then the effects of scattering or diffraction of the acoustic field in the
vertical plane become pronounced.

This section deals with the basic principles of acoustic reconstruction of the
ocean volume and surface inhomegeneities for the case of [ <D,. More detailed
mathematical aspects of the solution of the integral equations of diffraction
tomography can be found in {5, 118].

4.1 INTEGRAL EQUATIONS OF DIFFRACTION TOMOGRAPHY

Diffraction tomography generally includes a variety of methods that utilize (in
their theoretical basis) different physical approximations, such as Born's, Rylov's,
Kirchhoff's, etc. [67, 119]. To outline some general problems of diffraction
tomography, we shall consider an approach based on a single-scattering
approximation {67]. To this end, we shall relate static ("frozen™) inhomogeneities of
the sound speed, &c, to the space-time structure of the acoustic pressure tield, (R 1.
The sound source wiil be monochromatic, i.e., p(R)=p(R)explint). Assuming the
sound-speed perturbations, éc, to be small (j3¢|«c) and applying Greer's thecorem to

the Helmholtz equation, we arrive at the following integral equation for the scattered
field [49, 67]:

PSR)=pR)-pyR)- [d*R'WRRg(R"), 1)

waere p (R) is the acoustic insonifying field ("illuminating” field) in the absence of
inhomogeneities, i.e., 8¢=0, pAR) is the scattered (diffiacted) field, g(R} 26c(R ) o(R)
is a function describing an inhomogeneity, and
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WRRY:G(RR)EJRIPRY), Kk (R)-w/c(R),

where G (R,R’) is the Green's function of an unperturbed medium. Therefore, in

diffraction tomography, the problem of reconstruction of the inhomogeneityg(R ")
from measured data, p(R), is generally reduced to the solution of the integral
equation (4.1). However, the field p(R) and, hence, the kemel of the integral
equation, W(R,R "), not only depend on the location of the sources and receivers but
also on the sound-propagation conditions, which are described by the function g(R".
Because of this, strictly speaking, the diffraction-tomographic problem is nonlinear.

A singie-scattering approximation whose applicability condition is the
smallness of the energy of the scattcred field, pd(R}, as compared with that of the non-
diffracted field p(R) allows the problem to be lincarized. In this approximation, the
total field, p(R), is replaced by the non-diffracted field, p,(R), in the kerne! of Eq.

(4.1). Asaresult, Eq. (4.1) is reduced to a Fredholm integral equation of the second
kind with the kernel

W- W(RR" =Gy (RRNKHRNp(RY.

In general, the solution of this integral equation also invnlves certain
difficulties. However, in a number of particular circumstances, the reconstruction
algorithm for g(R ') can be simplified considerably. Let us illustrate this for a plane
illuminating wave, p(R)-exp(ik;R). We assume that the unperturbed reference

medium is homogeneous, i.e., ¢(R): C =const, and unbounded in space. If the
measurements of p(R) are performed in the far field with respect to the

inhomogeneities, i.e., |R’| «|R|, then

p’
ROZ!R'R’E “ R"R R *’L
R 2R

=] pre 4.2)

(R')Z-["'—R’)2

Substituting Eq. (4.2) into the exponent of the Green's function of the homogeneous
unbounded space, T (R,R')=exp(ik,R )/R,, we can take into account only the first two

expansion terms for the Fraunhofer diffraction zone: & |R’|*«{R|. Then, the integral
transformation (4.1) with the kernel W (R R") can be reduced to the Fourier transform
of the desired function g(R) [67]:

Ps(RY=A,[ d*R'g(R"e "™ = 4, §(q(R)). (4.3)
VU
where g(g) is the spatial spectrum of g(R),

i,
e %o,

o),

qR) =k, kg =ko%’ Ag=
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and V', is used to designate the inhomogeneity-oczupied region.
Therefore, the reconstruction algorithm for g{®), basad on Eq. (4.3), consists

of an inverse Fourier transform of the set of all the measured values of the spectrum
24y~ p{R). An exhaustive examination of the vzlues of the complex amplitude of

diffracted field (projections) for all possible vectors ¢ can be accomplished in two
ways. The first method involves running through all scattered-wave observation
angles and for all illuminating-wave incidence angles. It is apparent in this case that
the measured values of the spectrum g(q) in the three-dimensional space of the wave
vectors ¢ fall within a sphere of radius 2,. Consequently, spectrum values outside

this sphere, for |¢|>2k,, can only be determined from a priori assumptions.

The second method of an exhaustive search of projections invelves running
through all frequencies for fixed observation and incidence angles. Here, a
measurement region in the space of vectors ¢ is a straight line segment whose
boundaries are determined by the range of frequencies used. In reality, even the two
methods combined often do not allow the spectrum g(g) to be determined
sufficiently. The limited number of projections make it necessary to interpolate or
extrapolate (based on certain a priori assumptions) from the measured range of the
vaiues of ¢ to the nodes ot the lattice for which the integral-equation-solution
algorithm is realized.

Let us consider another ecxampie of practical interest. ].et the measurements
be perforined with an antenna of sufficient length, so that inhomogeneities for the
antenna are located in the Fresnel diffraction zone. In this case, the receiving system
allows measuiement of not only the wavefront slope, as in the case of the Fraunhofer
diffraction, Eq. (4.3), but also the wavefront curvature. This makes it possible to
focus the antenna into a preselected region in space, as in optical systems [120]. The
formal transition to the Fresnel difiraction is accomplished by taking the third
(quadratic in R.) term of Eq. (4.2) into account. As a result, the reconstruction of

inhomogeneities will be reduced to running through the focusing parameters (or space
peints into which the receiving system is focused) with subsequent integral
transformation of the measured data.

42  SPECIFIC FEATURES OF DIFFRACTION OCEAN ACOUSTIC
TOMOGRAPHY

Diffraction methods of tomography have becn developed and used extensively
in various fields of science and technology, such as ultrasonic diagnostics,
non-destructive testing [51], etc. The medium, however, is assumed to be
homogeneous in the above applications. The ocean environment is much more
complicated. In the low acoustic-frequency range (10 Hz - 1 kHz), the ocean appears
as a multi-mode waveguide, which can be inhomogeneous in the vertical and
horizontal directions. Reconstruction objects are quite diverse in acoustic diffraction
tomography of the ocean and include both spatially distributed random
inhomogeneities (subsurface waves, turbulence, sound-speed fine structure , and sea
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waves) and relatively compact deterministic formations (icebergs, fish shoals, and
various types of acoustic lenses).  Therefore, as reconstructable parameters
characterizing the object under investigation, one can consider sound-speed and
density perturbations, the characteristic function of the body (equal to one in an area
occupied by inhomogencities, and equal to zero outside it), and the correlation
function (or its spectrum) of sound speed or waves.

Let us discuss the specific features of diffraction tomography in ocean
acoustics. To this end, we shall consider the relationship of the measured field, z (R},

to the function gR" for a horizontally stratified reference waveguide, k. (R)-k ().

A mode description ¢f an acoustic field will be used in this case.

Let the initial field. p(R), be generated by a point source located at the point
R :ir ), wherc r, is the vector coordinate in the horizontai planc and -, is the
vertical coordinate Assuming the inhomogeneity-occupied region, 17, to be bounded
and located far from the source and receiver, mode expansions of the Green's
tunctions, I' (R.R 'y and p(R")-G(R'R ), in the waveregion ;'K - R”" kiR"-R‘ »1 can
be substituted into the formula for the kernel of Eq. (4.1) in a single-scattering
approximation, #,. Then

PLR.R)) - )i‘l A ARR ) (D g, (), (4.4)
A (RR)) -f[dZR’I.M,(R,R‘_;R’)gm(k’), (4.3)
8o R = [T, (2GR, (4.6)
Tone) - 3N 0,20, {4.72)

and
L RR RN (kR R R-R|) "
x exp(-ik, |[R-R'|-ix, [ R'-R,| ~(n/2)), (4.70)

where V is the number of waveguide-trapped modes, ¢, (=) are the vertical moda!
eigenfunctions of the reference waveguide, and «x, are the horizontal moda
wavenumbers. The complex amplitude of the scattered field, pgR.R ), is entirely
characterized by the matrix 14, ;, whose elements are defincd by the acoustic-path
orientation (source-receiver couple (R,R,)) and the numbers of the emitted, », and

received, m, modes. Therefore, the maximum number of independent tomoeraphic
projections equals MN?, where M is the number of accustic paths. The elements of
the matrix j4,_, i are readily determined from the diffracted field values hecause of the
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orthogonality of the vertical modal eigenfunctions. Considering the normalization

of the vertical modal functions fcpf,(:\d:f 1, Eq. (4.4) yields

4, (RR)- f f dzdz, pdR.R )@ (), (). (4.8)

It is apparent from the above that Eq. (4.4) imposes no fundamental constraint on the
possibility of determining 14, . A more complicated situation arises when g(R") is
reconstructed from the values of 4 (R.R ). The kernel of the integral transformation

nm

of g(R') to 4, (R.R) is factorized in horizontal (kernei i ) and vertical (kernel T, )

nm nm
coordinates. Consequently. the initial integral equation is split into twe Egs. (4.5)
and {4.6).

The reconstruction algerithm for the horizontal structure, based on Eq. (4.5).
for fixed indices n and m is totally identical to the above case of a homogeneous
unbounded space. The problems arising here are similar as well: restrictions in
measuring the total spatial spectrum, ¢ (¢}, the need to interpolate or extrapolate to
the nodes of the given Iattiéc, the need to use u priori information, etc.

The possibility of reconstruction of the structure of inhomogeneities in a
vertical plane, using Eq. (4.6), depends on the matnix [T,_(=. A priori information

" oam

is generally required due to the incompletencss of the set of 42 functions 7_=%.
This can be demonstrated using an example of an isovelocity waveguide, k(z)=const.
Writing the waveguide eigenfunctions as the sum of two Brillouin waves, exp(=iy, <),

where ¢,=/k; «.. we nbtain

Lol B D 8 A2,

. . - &® . . . . .
Summation is performed over all combinations of "+" and "-" signs. Since the matrix
kg,.,} 1s only determined by spectrum components of the type &, -x, ) and &y +%,,).

whers g{-y)-g(+y). information about the other spectral components is absent in the
single scattering approximation. Moreover, g, is proportional to the sum of spectral
components gy, 1, and 3(x,1x,). 1tis, therefore, impossible in general to determine
the vertical spectrum of inhomogeneities without some a pricri assumptions about
its structure.

The role of a priori information becomes much more important in the ocean
than in the case of a homogeneous unbounded space. Firstiy, the incidence and
scattering angles are restricted to smail values in the verticai plane. Secondly,
measurements with a large number of receivers and transmitters are difficult to realize
in the horizontal plane because of technical and cost reasons. Thirdly, a strong
dependence of reconstruction accuracy on frequency restricts the range of the
illuminating ficld frequencics. Thesc factors make it necessary to choose an
inhomogeneity model that can be described by the smallest number of parameters
sufficient for solution of the reconstruction problem with the given considerable
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incompleteness of the acoustic information measured.

Another important aspect of diffraction tomography of the ocean involves the
acquisition of information on the diffracted (scattered) field structure. In addition to
the above-mentioned requirements to get an accurate reconstruction, such as
illuminating-angle variations, diffracted-field recording, or the illuminating-field
frequency variation, one should use the methods to determine the matrix i4,,:. This

would be equivalent to singling out individual waveguide modes. Sgatial filtering by
vertical or horizontal antennae is used for this purpose. A selection of certain
intervals of signal-arrival angles in this case can distinguish a certain mode or a mode
package [2, 18, 48, 56). The same aim can be accomplished through time sampling
together with puise excitation. Finally, the Doppler effect can be used in diagnosiics
of inhomogeneities when the observation time is much greater than tne characteristic
scale of the inhomogeneity temporal variation [18, 48] or when the illuminating
source is in motion [3].

4.3 TRANSILLUMINATION PULSED DIFFRACTION TOMOGRAPHY
OF RANDOM OCEANIC INHOMOGENEITIES

The conventional solution of the diffraction tomography problem involves the
use of wideband illuminating signais. Temporal sampling cf short pulses scattered
by an inhomogeneity allows singling out individual regions, pulse spaces, of the
ocean medium from which the scattered signal reaches a receiver at one and the same
time {67], ie., temporal sampling allows inhomogeneity localizaticn in a
corresponding pulse space. If the receiving antenna has a sufficiently narrow
directional pattern in the horizontal plane, a scattering inhomogeneity can be fully
localized. Its location is determined by the region where the corresponding pulse
space and the direction pattern of the antenna intersect. Such a scheine works well
if the horizontal inhomogeneity scale, L, is of the order of the illuminating
wavelength, A.

If L» X such that the scattering form factor ML is less than or of the order of the
antenna directional pattern width in horizontal plane, the inhomogeneity scatters
mostly in forward direction. Then the scattered signal concentrates near a straight
line that connects the source and receiver. In this case. no conventional method
permits inhomogeneity localization with respect to the horizonial coordinate.
Moreover, a relatively weak scattered signal arrives at the receiver simultaneously
with a relatively strong illuminating (direct) signal and is masked by it. There are a
few different approaches for solving the problem in this case. Let us consider one ot
them -- a differeniial method {2, 50], which employs the multi-mode structure and
dispersion properties of an ocean waveguide.

4.3.1 Modal Differential Ocean Acoustic Tomography

_ The backscattering pheniomenon [67, 121, 122] or the influence of the
inhomogeneity on the characteristics of signals transmitted through the investigated
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region arc used for the acoustic diagnostics of such inhomogeneitics [8, 41].
Inhomogeneities can be localized, i.e., the spatial distribution of their parameters can
be reconstructed, by pulse gating in combination with directional radiztion and
reception or by the appiication of acoustic tomography principles. These two
approaches supplement each other. The first one is usually employed for obtaining
information about inhomogencities with ihe characteristic scaie, £, of the order of the
acoustic wavelength, i. Then, one can adjust the algorithm to dotect inhlomogeneities
with scales Ly,

The tomographic principle of the localization of inhomogeneities is based on
the simultaneous processing of a large number of arrived signals transmiittad through
the investigaied region of the ocean along different acoustic paths. In fact, let us
assurae that a radiating system effectively generates only the nth mode of an occan
waveguide and that a receiving system detects the mth miode [59], and the group
velocities of these modes, v, and v, . noticeably differ. Led an inhomogencity be

located at the horizontal distance x, from the source. The inhomogeneity causes

energy transformation from the wth to the mth mode (Fig. 4.1). The signal-
propagation timie along the path is r-amv, +x.(I/v,- I/v ), wheie a is the length of the
path. It can be casilv scen that propagation times depend on the positions of the
inhomogeneities, so the distribution of the inhomcogeneities along the path can be
reconstructed from the temporal structure of the received signal, as is done in the
reconstriction of the scatterer distribution from backscattered signals [8]. This
methodolegy also applics to the case when excited and received modal spectra are
sutficiently narrow and distantly spaced. It will be shown below that the mode
selection problem can be solved not only by using long vertical arrays, but also hy the
existence of natural "mode shadow" zones in the ocean.

n

Figure 4.1. Luergy transformation from mode # te mode m
due to the inhomogeneity influence. (Adapted from [50].)

Here we consider a more detailed analysis of the reconstruction of the
statistical parameters ¢f the voiume perturbations of the sound speed, dc(xy.=.r), and

the reiief, ¢(x.v,0), of the rough ocean surface along the spzciiied acoustic path from
the analysis of the intensity envelope function of the received pulsed signal. We

73



assume tat a sourcy gencrates the #th mode with the amplitude 4 (#) in a waveguide
with the vertical sound speed profile, ¢(2), and that a receiving system identifies the
mith mode with the amplitude ). We consider the perturbations of the sound
speed and the elevations of the rough surface to be stationary in time and quasi-
homogeneous with respect to the horizontal coordinates, x and ». Assuming that the
Rayleigh parameter /2-2kosiny«! 18], where & is the sound wave number. ¢ is the
root-mean-square dispiacement of the rough surface, y is the grazing angle of sound
wavce relative to the horizonta! pian2, and 8c«c, we can represent the spectral
compenent of complex scuna pressure at an arbitrary point of the waveguide in the
form of the modal sum {8, 50, 125, 126]

N
pxyzm) = Y S Xy (5],
n -t
where ¢ (-) denotes the eigentunctions of the unperturbed wavcguide, S denotes the

complex modal amplitudes, which depend on the inhomogeneities, and N is the
number of generated modes. Taking the quasi-static nature of the inhomogeneities
into account, we may assume that o (zw) ¢ (z.o) - p,(2). where o is the carrier
frequency of the sensing sienal. Applying Green's integral theorem for the first-order
perturbation approxtmaiion, we obtain the complex amplitudz of the backscattered
component of the mth maode [119, 125, 126]:

S,LI'(X,,\’,(D)’ [fair’d) d(o by e

nl‘. .

* HOk oty <7 0oy PISUi y o o). (-+.9)

In Eq. {4.9) $"xy @) Admmw-o MK (o o1y -3 Y denotes the modal ampiitudes
ot the rachated signal. F(my 1s the freauency spectrum of the radiated signal. and

B (ST, i@, (0igx v o 1)

A )3[11: 2, L2 )0cix s e e ). (4.10)

Eq. (4.10). which describes the scatiering matrix, includes terims that characterize
scattering by the rough surface and by velume ichomogencities.  Small-angic
scattering occurs for large-scale inhomogencities 8, 67, 119]. In this case, we may
. . . ~T A T ,
use the Taylor series expansion: yx ' +yZex+u22¢ " Ya-x Y vy “a-x" 124 '), and
K (03K (0,) (o w,), 1y, (w-0,), where v =(dk, /dm) '| is the mode group velocity
. N , . 2 2
at the carrier frequency, and vy, =0.5(d*,, /dow?)

m m w=u.,

Using these expansions and

o0, T
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neglecting intra-modal dispersion {for the signal with narrow spectrum), we obtain
from Eq. (4.9)

S,f,[ @0, 42 A f dx f dv'b"

nl

acx i\/'—\mn//(ax]l

Vo,

(4.11)

v

m v"l

1 7 ’
A a-x' x , f g L p A
x f l ‘- -—] expl ik, (a x 1y T2{a-x ) ik (x e 2 Y2

On the basis of Eq. (4.11), the intensity of the single-scattered component of the field
at the output of the receiving system has a form

Cp a0 - E A A (A g tad (4.12)

ma *
LG

ny

where /" depends on the spatial spectrum of the inhomogencity. ¥ . and is given by

I (32nlk xa)[d\' TRt e x v, s ) F -G x Y mx ) <
l\]

(2.13)
cexplir, w0k ok a x O [k Wi,k -x, K 20k x ]

my

The spectrum I, %k & x ') is the Fourier transform of the correlation function of the
inhomogeneity:

nra,

Byt = 0, (2 i u2)bf(x a2 0y u2)
with respect to x and v at =-0. [t has been assumed in the derivation of Eqs. (4.11)-
(4.13) that L>)/aAflc, where Af is the width of the frequency spectrum of the
radiating signal, and /./c « T.,T,, where T, and 7 are the temporal correlation radii
of the sound speed perturbations and the surface roughness, respectively. Let (1) be

a rectangular unit pulse of the duration 7. Then, using Eq. (4.13), we can obtain from
Eq. (4.12):

(InMa, 01D = B2rlk a) | A, (m)* |4 n))? Ax fdk Wi (K, "X KXS), (4.14)

where x =v v (-alv, -T/2)/|v,-v,' and Ax-vv T/v -v_|. [t has been assumed in Eq.
(4.14) that the spatial resolution, Ax, is smaller than the horizontal fluctuation scale
of the statistical characteristics of the inhomogeneities.

It is evident from Eq. {(4.14) that the signal scattered by an inhomogeneous
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taver of the thickness Ax at the distance a(t,) from the receiving system is recorded
at /7,. Consequently, the distribution of the spatial inhomogeneity characteristics

along the path can be reconstructed by scanning ¢ .

The spatial resolution Ax is determined by the quantities 7 and iv, v . A
required spatial resolution can be achieved by using modes with distinctly different
eroup velocities. This situation occurs for shallow-sea conditions and for the ocean
waveguides with surface duct. For the depth dependence of the sound speed profile,
c(=), shown in Fig. 4.2a, Fig. 4.2b shows a typical curve of the group velocity, v, as

a functicn of the mode number ». The resolution is Ax ~ 20 km for v v, [= 16 m/s

n

and 7=0.1 s. The estimate of Ax is obtained without taking intra-modal dispersion
into account. Intra-modal dispersion causes Av to increase, because 7 must be
replaced by the duration 7, of the spread pulse. This diminishes the sensitivity of
the method. The spread of the pulse by intra-modal dispersion can be compensated
for by special filtration. The form of the filter depends on x, and the configuration

of the overall signal-processing system. Thus, it is a fairly complex compensating
procedure.

1.46 1.50 ¢, km/s L, kmis
(a) - {b)
1r 1.47 -
2! ]
1.45
z, km 10 30 mode number

Figure 4.2, Surface-duct waveguide: (a) vertical sound speed profile; (b) mode group velocity
dependence on mode number. (Adapted from [50].)

Individual modes cannot always be resolved in real sitwations. If the array is
capable of distinguishing only groups of modes in the range AnAm , spatial resolution
deteriorates, because the inter-modal dispersion within a particular group will now
be a factor. If Ax is greater than the mode interference scale, the received signal has
the form

nrAremeAm

Up™a,0lfi= 37 1ALAY] [Aym)i® iita, o).

nm

Let us consider a surface-duct channel with a linear depth dependence of the
sound speed: C(z)=c+az, where ©u=0.017 5" and ¢=1.47 km/s. The emergence anul:
of the Brillouin wave, 0,(z)=cos"'[x /k(2)], at the depth = depends on the group velocity
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v, (ce Fig. 4.3). A vertical radiating array situated near the surface (-, =100 m} with
the horizontally directed beampattern of the width 0, generates a group of the low-

order modes in this waveguide. A group of the higher-order modes can be
distinguished by placing an analogous receiving array at the greater depth of 4 km for
the inhomogeneity-loaded waveguide. The deviation of the group velocities within
each group is about 2 m/s for §,=0.! (in radian), and the difference in group
velocities between groups is about 20 m/s (see Fig. 4.3). Then Ax~ 0 la. The curves
of 0,(v,) show that the resolution can be substantially improved by varying the
directivity of the array.

3
Figure 4.3. Angie of emergencee of a Brillouin
wave versus mode group velocity at various
depths {(channel with a linear profile): 1) z=U.1 i !
km, 2) =2 km, 3) =< km. (Adapted trom 1.48 1.49
[501) n, km/s

In many cases, a mode group can be separated by combining natural and
artificial shadow zones. The natural shadow zone is created by depth-wise spacing
of the arrays, and the artificial shadow zone depends on the directivity of arrays. It
is more favorable from a practical point of view to use small arrays and to place them
in "deep” mode shadow zones. At least three cases of the existence of well-developed
natural mode shadow zones can be indicated: 1) when the radiator is situated on a
shelf, and the receiver is in deep water near the bottonmi; Z) when the radiator and the
receiver are situated in adjacent waveguides; 3) when the radiator and the receiver are
situated near large bottom irregularities. In the first case only the lowest modes are
excited efticiently, because the modes are cut oftf by the shelf wedge, and the receiver
detects predominantly the higher modes, which are generated as the signal propagates
in the range- dependent waveguide. In the second case the modal shadow zone is
created by the zeneration of modes localized in one waveguide and the reception of
modes localized in the other waveguide (ihe adjacent region of the waveguides can
be diagnosed in this case). In the third case, spatial selection is induced by large
underwater elevations through the same mechanism as in the shelf wedge zone.

If the analysis is carried out for the small perturbation approximaticn, the
horizontal range under investigation is limited by: @, «d, where 4 is the total

characteristic scattering diameter [8, 67). The above-described diagnostic technique
is applicable not only in waveguides of various kinds, but also in any multumode
media, in which inhomogeneities induce energy redistribution in the modal spectrum.
The feasibility of the diagnostics of inhomogeneities by analyzing reverberation
signals in the "transillumination” scheme has been investuied previously [127],



where it has been proposed that the angular dependence of the sound scatiering
cocfficient for the rough ocean surface is determined fromn the measured values of the
intensity before reverberation onsets.

It has been shown [46, 501 that the distribution of the parameters of oceanic
inhomogeneities along an accustic path can be reconstructed by the “strobing pulse
method,” if compact mode groups widely spaced in the modal spectrum arc generatec
aud received. The statistically averaged intensity of the recorded signal, (p(/)'*/, as
a function of the time for the excitation of the nth mede and reception of the mth
mode carries the information about the mairix [0 (x) characterizing the

inhomogeneities as a function of their positions, x,, along the path:
(1, (0)i% = —z—i"l ML im)ite, (xp)
mka ’

The value of the matrix element, 5, , indicatss the amount by which the intensity of

the recorded signal (scattered by the zone Ax from the sth into the mth mede) is
smaller than the intensity of the "illuminating” signal for @ receiving sysiem with
LA )2 =1 ()i

Let us analyze the expressions for ¢ in order to consider the possibilities of

identifying various types of inhomogeneities and determining their parameters. Since
every horizontal element Ax contains different types of inhomogeneities, including
volume fluctuations of the sound speed {e.g., thermohaline fine structure, random
field of internal waves, wurbulence, eic.) and fluctuations of the relicf of the rough
ocean surface (wind waves and swell), the matrix {o, | corresponding to the element Ax

nm:

characterizes the total contribution of al! types of inhomogeneities. The existence of
disparities in the spatial and temporal characteristics of the inhomogencities enables
us to separate thc coatributions of the individual types of inhomogeneities by
selecting the parametcrs of the radiating and receiving systems. Of course, it is
necessary in this case to utilize a priori information about the structure of the
correlation function of inhomogeneities. The actual reconstruction of the
inhomogeneities along the propagation path includes the determination of the
quantitative values of the parameters (or some of their combination) describing the
inhomogeneity. As examples, we consider several typical models describing different
types of inhomogeneities.

Volume Inhomogeneities. The following relation has been obtained in [46] for
valume inhomogeneities:

AP0 P)

Ae’y)

o, (%)= wicAx f fd:]d:2
[t]
-A fdr 'Blx 05z )5, x;expfix (¢, -x,))], (4.15)
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where ¢ (2} denotes the vertical cigenfunctions of the waveguide. ¢() is the sound
speed at the depth -, and

Blx'y 21X -0 ng wx M0 ey 2.0 Ndelxy x T2y 2,0, 00

S

is the spatial correlation function of the sound speed fluctuations 8¢ (xy.=.0). We can
specify the spatial correlation function for different types of volume inhomogeneities.

Thermohaline fine Structure of the Sound Speed. The correlation function for
inhomogeneities of this type can be written approximately in the form

Blx v z.5xy) (YD (x 'y b,z :1)(D3{ -—!3—-:"] , (4.16)
where « is the thickness of the waveguide subsurface laver in which the
inhomogeneities are concentrated, (3dc)* 1s the variance of the sound speed
fluctuations, and @ (0.0)-1, ®,(0)-1, ® (:)=1.0 at =zd and =>d, vespectively. It can be
assumed that & (x/,0)-expt -x -"Z/If‘) and ®,(z)=exp( --:2//:2), where /_and /_are correlation
lengths. For 1.«q, ', 47 -k* &,
we have

.2 . : /A?'(K"- .("')3 p 2 2
5, RETAXLISe/e Y iexpl - ;———;l—-—‘-- -] fd:(p”(:)(pm(:). (4.17)
1
Using the WKB approximation for the waveguide eigenfunctions in a channel with
the linear sound speed profile ciz)=c+u-, we obtain 8. 46, 4971:

N

G, (x, )= Ak AxM, (x ) OO (0)), (4.18)

ne mm

where A1, (x,)= (o) M idexpl -1}k, -k, )%/d] characteiizes the “power” of fine-structure

variations of the sound speed along the path, and 0 (z)-cos '[x /(2nf/c())] is the

emergence angie of the Brillouin wave at the depth -. Consequently, the diagnostics
of the fine structure of the sound speed is reduced to determining M_ «x.). According

to Egs.(4.17) and (4.18), the mairix element at the fixed angles 0, and 0 attains a
maximum for the frequency /. ~2¢/{x/(63-02)]. We can therefore estimate the
horizontal correlation radius / from the maximum of ¢, by varying the radiation
frequency. . Additional a priori information is required to estimate the rest of
parameters.

We estimate the value of o, for 82(0)=0.03, 0(0)=10°, 7=0.2 s, «=0.017 5",
and c=1.47 km/s, which corresponds to the spatial resolution Ax=50 km. For the
typical values / =100 m, /. =1 m, =500 m, {(8c/c) =10 for the frequency 7 =200 Hz,
we have o, = 107,
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Turbulence. The spectrum of the correlation function has the form of a power law in
this case [8]. The correlation function, Eq. (4.16), can also be used for anisotropic
turbulence. We consider a generalized power-law spectrum of horizontally isotropic
turbulence [46]:

D, (k, k)= R (k. +h )Y (kg vk kD)7 expl (k] +k Yk |
and (4.19)
O, (k) =R A (k5 vk )Y expl k2],

where k«k , p>r+1, xux ,and v>u+ 1. The coefficients R, and R, are determined by

the normalization conditions for ¢, and ®,. We obtain the following equation for the

matrix element, o, , from Egs. (4.15), (4.16) and (4.19) for k«(x, -k )*:

nm?

0., 24 *Ax {(Berc) 5| kyf(x,~x, NP7 k)t expl - (x, -, )k 1]~

“ m/z)\v[

roiw

% *r»—p.m-K,,.Wk?]/r(r*l)tvlr'1,r+2-p,(kl,/k.)2|>

104,902 0,608,100, Oz, 2)0 = 22] , (4.20)

0

where I'(-) is the gamma function and ¥(-) is a confluent hypergeometric function.
We obtain Eq. (4.18) for ¢, in a channel with the linear sound speed proftle with

M, in the form

g { K Dyv-2u |
Mo ™ Z\J:zt ((E) >fq—l q (:7 ’> exp( (g, -9,,)7/K’]

|k, P 2 |
— expl -(q,*9,) /K| R, . (4.21)

where
R, =(r+D(p-r-1)p-r)(p+)v-p- DIk, -k )2 [p(2p-2r-1)],

when k »ik -x, vk, and

Ry =(rt D(p=r=-D(u+ Dv-p - Di[2r+N2p-2r- 1)},
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when kpx,- k1, dng, -, ", and g, -¢,i»,. Thus, the turbulence diagnostics are
also reducible to the determination of the power of the turbulent layer, M, which,
in turn, is determined by the set of parameters d, {(8c/c)), ky. p, r, v, p. x, (the
dependence on «, is weak, because usually x »g,+g, ). It is virtually impossible to
estimate the quantities d, (8c/c)i, k,, and x, themselves rather than some

combination of them without drawing on additional information. It is readily
discerned from Eqs.(4.18) and (4.21) that the parameters (v-u} and (v-p+p-r) can be
determined in principle from measurements of the frequency dependence o, (f) at the

fixed angles 6, and 0.

02

A quantitative estimation of scattering matrix for the typical values r=0,
p=1/6, v=11/6, p=- Y% [46}, k,=0.1m ', «,=0.1 m ", d=500 m, {(3c/c)%= 10", and
the same parameters of the field and waveguide as above, yields o, _~4-10°. For
k, =107 m" and {(8c/cy= 10, we haveo,, = 619 7.

Interncl Waves. Using the Garrett-Munk model for the spatial spectrum of the sound
speed correlation function [67], we obtain the matrix element o, in the form [46]:

13

o N 22

19 ke , [ 2 ]

= —\“(Zl)Aljfd:ld:z ——]V———J
0

Bam T TN @,(2)9,,(2))0,(2)9,(=,)x

0 3]

i ﬁ_(—d) cosK(e, 2y )k e (4.22)

! 2 (ul 2 2002 2;‘ ':.:.
l k% i(x, Kk,)0 K x-e,;"”ﬂ
N BNy |

where A(:) is the Brunt-Viisila frequency, N,-N(0), », is the inertial frequency, ()

is the statistical mean-squared relative fluctuation of the sound speed near the ocean
surface, and

b- [d:[/\/(: YN, Z-(c, 1202

0

Or the basis of experimental data, Munk and Zachariasen take ;_=3 [8]. It is evident
from Eq. (4.22) that the diagnostic problem in this case is reduced to the
determination of the parameter {4, from which the energy density of internal waves

on unit area is determined uniquely.
Let us estimate the expected value of 6,, quantitatively for a bilinear channel

¢(z)-cra|z-b}. In the WKB approximation for the waveguide eigenfunctions for
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0, » 02, (©/N,), we arrive at

327[‘/___ J.o2Ax (upk
Ny c20%02 (k207 + 2n¥b?)
Using the same values of 8,, 6,, a, and 7 (and, accordingly, Ax) as above at a
frequency /=200 Hz, along with (=107, /N,=10 and $~100 m, we obtain
6,,=3107. 1f 8=0.1 and 7=0.5 s (we have exactly the same spatial resolution Ax=50
km in this case), the information signal is attenuated considerably: o, ~5.4-10°¢.

Ocean Waves. For this type of irregularities [46], we arrive at
G, (%) = (@7, (O [9’,(0))? fdk W(x, K,k "Xy, (4.23)

where W is the spatial spectrum of the waves.

Wind Waves. All the characteristics of fully developed wind waves are uniquely
determined by the wind velocity ¥ and wind direction ¥, (where ¥, is the angle
between the direction of the wind and the horizontal axis) for a specified structure of
the spatial spectrum. Assuming uniform angular distribution of the energy in the
spectrum within the angular interval n and taking into account the relation
o, (Y )=6,(i¥,i)=6, (In-¥, i}, we obtain the Picrson-Moskowitz (PM) sea-surface

wind spectrum [121] for £<0.27ge/(V2 |02-02!) in the form
6, (xs)=0.1744,, [¢/ (0o’ (O)PAxV *(x )k g 73, (4.24)

where 4,,=8.1 - 10~ and g=9.8 m/s” (the acceleration of gravity). Consequently, the
wind velocity distribution F(x;) along the acoustic path can be reconstructed

according to Eq. (4.24).

In a channel with a linear speed profile, [¢’ (0)]--[0(9()

Jl.,~2ak e, the

quantitative estimate is o, ~3-10"* at the frequency /=200 Hz for =10 m/s and
Ax=50 km.

Swell. We consider the spectrum of swell in the form of a narrowbeam wave [46]:

Aw R Au)

Vs* wg
2n°H?
kok,) = fd\y f dQ 6( --;—cosw]

AAu)

W~ 2
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x 6[ k- ££sin\yJ + 6[ k -Q—zcost 6[ k, *—Q—zsian : (4.25)
T8 & g ’

where /7 is the rms height of the swell, y, is the angle between the direction of

propagation of the swell and the x axis, w, is the swell frequency, Ay« rad is the

width of the angular spectrum of the swell, and Aw«w, is the width of its frequency

spectrum. We cbtain the following equation for o, from Eqs. (4.23) and (4.25):

el dw
1ax S
Gnm:n—‘“[(p A0’ m(O)] f dy f dQ =

ak*AyA o
i e
2 2

X{é(wn—\cm—g cosw] +6(Kn‘ Km+£cosw] } (4.26)
g 4

According to Eq. (4.26), the matrix element o,,+0 for jx -« |-kscosy,, where
k, - wi/g is the wavenumber. Consequently, efficient energy transfer between widely
separated modes is possible only for certain angles v, (closely spaced modes interact
at y,- ©2). In the case |k, -x, | =k cosy,:

- [¢" (0)¢', (O] ﬁ’;‘* B.

where
B~ (Aysing, )" for 28m/m Ay |tany | scotdy,

B= (24w cosy jw,)™" for tanAys [tany,|<[28w/w Ay],

B= (Qughm cosy) /Ay for ye~ 0,280/ s Ayr2,
B=(Aw JeosyJog)™! for y ~0, 2Awiw2Ayi2.

It is evident from these equations that the individual swell parameters cannot be
determined by varying either the reception angle, 0, or the frequency, f, unless

additional information is available. The entire diagnostic problem is reducible to the
determination of the quantities 4> p/k, and kcosy,.

A numerical estimation of ¢, for the same waveguide parameters and duration
of the sensing pulse as in the preceding examples at a frequency of 200 Hz, ,=0.04
m', y,=72°, Ay=0.1"°, Aw/o,=0.1, and #=0.5 m gives the value 5 =107
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The number of clements of the matrix 1c,,; that must be measured in general

for the reconstruction of oceanographic information about inhomogeneities is
determined by the number of inhomogeneity parameters. If the inhomogeneities can
be described by a model with a few parameters, it is sufficient to measure just one or
two elements of ¢, . An example of such a situation is sea wind, for which it suffices

to estimate the wind velocity together with the background field of internal waves,
whose characterization can be iimited to the estimation of the energy density of
internal waves on unit area of the ocean surface. If several parameters must be
estimated, it is necessary to measure the maximum possible number of elements of
c,,, to vary frequency, and to use a priori information about inhomogeneities.

[t follows trom estimates obtained at the frequency of 200 Hz that the most
significant contribution to the resultant value, ¢, . is from wind waves in the surface-

duct sound channel and from the random field of internal waves in the deep-axis
channel.

Figure 4.4. Matrix element o, versus Lo O(Tnm) 3b .5

frequency at fixed angles 0:’: tor

0,107, Ax=50. and various types of al

inhomogeneities. 1) Background field of internal

waves: (a) 9:~0.03; (b) 6,2;0. 1.2)

Thermohaline fine structure: (a) 0,2,~0.03; () 5

0,2,~(). 1. 3) Turbulence: (a)

ky~10"'m ™) <(8cfe)*>~107, 82-0.03 ; (b) sl

k,~10 %m 7! <(8cre)>~10 *,02-0.03. 4) Wind

waves: (a) V=20 m/s. (b) V=10 mis, (¢) f, Hz
V=5 mis. 5) Swell. (Adapted from |46].) T 50 100 1000

These quantitative estimates have been calculated at a fixed frequency of the
sensing pulse. A variation of the frequency can change the relative contributions of
the individual types of inhomogeneities to the scattered signal. The latter resuit is
essentially a consequence of differences in the forms of the spatial spectra of
inhomogeneities. To confirm this fact, the frequency dependence of o, for different
types of inhomogeneities is plotted in Fig. 4.4. Eqgs. (4.18), (4.21), (4.22), and (4.24)
have been used for this purpose. The required functions for the above-indicated
models of the inhomogeneity spectrum are shown in Fig. 4.4. It is cvident from a
comparison of the curves in the figure that the frequency range above 100 Hz can be
discerned as the range, in which the predominant influence of internal waves in a mild
wind (or in a deep-axis channel) is expected for 97=3- 10, Turbulence clearly
provides the greatest contribution to ¢, in the range below 100 Hz. The relative
contribution of volume inhomogeneities is greatly suppressed for the larger spacing
between the radiated and received modal spectra (6;=0.1). In a strong wind (=10

m/s), wind waves mask other types of inhomogeneitics in a channei with a linear
sound speed profile,
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The identification of individual types of inhomcgeneities requires an
optimization of the parameters of the radiating and receiving systems. Optimization
mainly entails a search for the optimum angles of radiation 0, and reception, , and

the optimum sensing frequency. The possibility of suppressing the influence of wind
waves and sweil for better estimation of volume inhomogeneity parameters is offered
by the use of complex signals. Indeed, the coherence time is t,.=1 s (1, - }'/g for wind

waves), whereas the coherence time for volume inhomogeneities is t,,,=10° - 10* s.
For the complex sensing pulse of the duration T, (the spatial resolution Ar is

determincd by the duration of the time-compressed signal after inatched filtering,
T«T,) such that 7,47, <7, , the signal energy scaltered from wind waves decrcases

by 1,/7,, in ccmparison with the signal scattered irom volume inhomogeneities. This

means that information about volume inhomogeneities can still be extracted when
strong wind waves are present in the investigated region. The sensing sigral must be
sufficiently narrowband, so that the pulse spreading due to intra-modal frequency
disparsion can be neglected. Otherwise, it is necessary to use special filters to
coimpensate intra-modal frequency dispersion.

4.3.2 Ray Differential Ocean Acoustic Tomography

The differential method, discussed in Section 4.3.1, 1s based on the modal
approach [2, 50], which allows one to use the signal from a single accustic path to
find the spatia! distributicn along the path for the swatistical parameters of
inhomongeneitics with herizontal scales smaller than synoptic ones. In this differential
method. the reconstruction is performed trom the intensity of the scattered sound
field. To apply this technique. one needs to emit and receive normal waves
substantially separated in the modal spectrum in order to separate the scattered signal
from the more intense background direct field. Intermode dispersion causes a
difference in the time delay of signais formed by scatterers situated in different parts
of the acoustic path. This distinction allows one to localize the inhomogeneities by
time gating.

Later we shall discuss the ray approach in the differential method, which may
be more effective when intermode dispersion is not substantial, but the separation of
short pulse signals into pulses corresponding to different rays is important {63, 1281
By analogy with the modal approach {2, 50], the emission and reception of ruys with
significantly differert mean propagation velocities will permit one to localize
inhomogeneities.

Let us consider an underwater accustic waveguide with the sound speed ficld
c(rt)=clry+de(r,r), where |dc|«c, and r=(x,»z) in the Cartesian coordinates. A
quasi-harmonic sound source located at the point r=(x.y.-0,: < (Roy =0), where
R=(x,2), radiates a pulse /()exp[iw,] of the duration 7. The bandwidth of the signal
is Af«w/2n. The receiving system is at the point r,~ix,.v -0z)=(R »,-0). The
received signal undergoes matched filtering, 1.c.. it is convolved with the reference
signal, F{yexplin g].



We may assume that sound speed fluctuations, &, are stationary and
quasi-uniform over the space variables, and 8¢ - 0. We suppose that inhomogeneities
of the sound speed are rather small, Z<X, AMlaaf/c]'?, and vary sufficiently slowly cver
time, ie., lL«cr,., where a-'x,-1 is the length of the acoustic path, & is the
wavelength of sound at the frequency o, L is the horizontal correlation radius of 3¢,
and t. is the temporal correlation radius of de.

Let us derive a relationship between the intensity of the scattered pulse and the
spectrum of the correlation tunction of sound speed fluctuations. The acoustic field
will be treated in the ray approximation.

In determining the basic relations, we assume that the dependence of the sound
speed c(r) on x and y in the reference waveguide is sufficiently smooth, and the
effects of horizontal refraction are negligible. It is known [67] that for large-scale
inhomogeneities, the scattering angles are small. Thus, the region that mostly forms
the scattered field in the horizontal plane is cencentrated closely to the straight line
connecting the source and the receiver. Therefore, we may assume
c(r)cRy=0) c(R).

The single-scattered component of sound field will be considered in the
derivation. We denote the scattered field as p,(r./)exp[in| Applying the perturbation

theory to the wave equation, we obtain [67]

pylr.w)= _i];t £h X f)d3rtfd(u’a(r L) pylr 0, -0 YO o, w), (4.27)
where
g(r0)) | etr) y )
(Po(r,m) J i f (po(r,t)] exp(-iwndt, h=w,fc(r),

e(r,) = (c(rYe(r,)Y-1 = -28c(rt)c(r),
p,(r.t) is the sound field without scatterers (illuminating field for 6c=0}, and G(-,r’,0)
is the Green’s function in the reference waveguide at the particular frequency. The

frequency spectrum of the complex amplitude of the received signal in the reference
guide is p (r,0) = P FW)Grro0,+0), where

Fw) :fF(t)exp(-i(ot)a't,
P, = y8mpck

and
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L- Jm Ry d

ts the total energy of the emitted pulse. To simplify the derivation, we shall assume

f'F(I);:dI = 1. After matched filtering, the single-scattered acoustic field takes the

fdrm:
P (oo T0Y) - .2'_ [dorp () (0 e, (4.28)
n

Substituting Eq. (4.27) into Eq. (4.28), we obtain the intensity of the single-scattered
signal:

( ) )7 3
(1) =P, .2 ¥ 2(r. )%
(1) = (| P frret. Qi (2ﬂ)3ffd ' fdu)h ‘()

* B (7, .1y 1) EXp{ D) fdwlf’(w]) F (o, r0-Q)expliw 1]*

oo

X G e 0,4 ©)G (7o F 0, +@,) fd(nl (0,)F(w, +0-exp| - iv,T]x

x G(r,.r,mp0 0, r0)G '(r,r,0,+6,), (4.29)
where B (rr'x)y=fetrt 1 12)e(r 4" -1/2)) is the correlation function of the sound speed
inhomogeneities.

The Fourier transform of the Green’s function with respect to the spatial
variable y is

Glrrpw) = R fdk G(R,Rk,w)e RaaC
27 .

where h, =w,/c,, and ¢, is the sound speed on the channel axis. If a(r)=h(R), then in
the ray approximation G becomes

G(R.R, ko) = 3 URRER)exp-W(R Rykn )], (4.30)
!

where
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V(RR k)= [ VAR -k )ds’

R]

is the eikonal, », is a unit vector along the ray / , and R is the wrajectory of the jth ray
in the two-dimensional space (x,-). In Eq. (4.30) the summation is over all rays
emerging from the point 8, and incident in the point ®.

For large-scale inhomogeneities, an acoustic pulse propagates from source to
scatterer and from scatterer to receiver in essentially the same vcrtical plane that
contains both the source and the receiver [2]. Therefore, the Green function in Eq.
(4.29) is contributed to mostly by the components of G with rather small %, i.c.,
{ki«h, . Then

\y(R,R”,k,n’,)" wf(R,R, M) h \x xX,),

0

where

H(R.R 1 fds Te(RY)

o ;/

t

is the delay along the jth ray. As a result, the Green’s function can be approximated
by

G, w) = [V2mh (x -x )]

UL yﬂ 1
[ 2(r x,) ]

X exXp FRATT)

Y U(RR k=0, Yexpl-ior(R,R n. (4.31)
J
Denoting the ray intensity by I'(RAR,n) <" UR.R k=C.n):?, we obtain

G(r ) F )G “(ry Fpa)e [A- A (x, =X, )X, - x,)] 2

-

Ry '.Vn)z U(yZ yu)2
X - [(R.R .1 )x
exp |-t 2 5, 2(x J;‘ (RR,n,)
x expli( -0 ¥(R,Ry,n ) - lp(m it )“-;1[%!, (4.32)

where R=(R,+R,)2 and p=R, -R,. Deriving (4.32), we have neglected the interference

of different rays (plane waves) [129] and assumed that p is small. Substituting (4.32)
into (4.29) and defining the uncertainty function of the emitted signal as
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F L) - j_n [doF@F (@ Qe
we readily obtain

Pl 4
= LY ff ( ﬁ;-?] dART R 1 )T(R )=

hya 41
¥ f AW (R;-w (Ot JOR1OUGRYW) | F (-1 - w-Q)1%, (4.33)

where

W R}~ [ f [7 dipdtB (R +pI2.y, =0:R-pi2y, =0it)e 072,

IS(/)(R’n) :l(R’RS(r'lm) ’
ard
CoRm=T g, (KR.n).

Equation (4.33) relates the intensity /{t{2) to the local spectrum of the
correiation function W, of sound speed inhomogenetties. The vectors w,(dt,/6R)and -w,(61/3R)
are the wave vectors of the incident and scattered plane waves.

Thus, in the ray representation, the problem of reconstruction is reduced to
solving the integral equation (4.33) and reconstructing the spatial distribution of the
oceanic inhomogeneity characteristics (dependence of the tocal spectrum W, upon R).

It 1s important to note that the reconstructed characteristics may be not only the
spectrum I, but also a certain combination of parameters describing the spectrum

medel (some examples of several standard models of oceanic inhomogeneities are
discussed in [501). Analyzing the frequency dependence of /(Q), we can determine
the frequency characteristics of the spectrum (temporal variability of
inhomogeneities). The solution of this problem by using the ray approach does not
differ noticeably from the modal approach [18].

A substantial peculiarity of the ray representation is revealed when localizing
inhomogeneities in the spatial domain. We will examine this problem in more detail.
Censider the ray representation in the case of static, frozen inhomogeneities when
W(r o) = 2nW(r.x)8(w), where i(rx) is the local spectrum of the spatial correlation
function B(rp/2,y,-0; r-p/2,y,=0; 1-0). Then we have
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L. = —21‘1 ):”lh(k V2ndPRT (R )1, (Rom )=

‘u Iy
x(F ATt 1, Q0 W(R. w1 /OR-w0,31,/10R). (4.34)

It follows from Eq. (4.34) that for a fixed delay, 1, the intensity of the scattered
field is controlled by the elements of the scattering volume, S, with satisfying the
following two conditions: 1) [t-¢.-1,i <1 /2, where v, is the duration of the probing
pulse after matched filtering and 2) the elements represent intersection regions for ray
trajectories emerging from the receiver.

The first condition allows one to localize the scatterers from the variation in
the temporal delays of short pulses traveling along different ray paths. The procedure
is quite similar to the modal approach of the differential method [2]. Indeed, we
assume a regular waveguide and introduce the mean pulse propagation specd along
the ray ¥ (y)=D(y)/T(x), where y is the ray grazing angle at the channel axis, D(;) is the
length of the ray cycle, and 7(y) is the delay over the cycle length. Inhomogeneities,
located at a distance x,, produce the scattered field at the receiver location in a time

interval defined by t©_=x /¥ +(a-x.)/V #1,/2, where V', and ¥ are the mean velocities of
rays i and j .

The relationship between / and 1 can be determined by the dependence of the
spectrum, #_, on the coordinate, 2,. The horizontal resolution for rays ¢ and ; is
Ax=t 11V -V |. The second condition gives us additional opportunities, compared
to the modal approach, for localizing the scatterers both in the horizontal aud the
vertical planes. This fact substantially increases the efficiency of the recenstruction
method.

The position and dimensions of the region that gives the main contributicn to
the integral (4.34), and the opportunity to extract a relatively weak scattered pulse
from the intense illuminating background depend on the parameters of the underwater
waveguide, on the positions of the source and the receiver, and on the influence of the
ocean seafloor. A numerical simulation of the spatial-temporal structure of the
illuminating and scattered signals and an analysis of the possibility of localizing the
inhomogeneities along the path under different conditions will be discussed in the
next section.

44 PARAMETERS OF DIFFRACTION OCEAN ACOUSTIC
TOMOGRAPHY SYSTEMS

In homogeneous media the energy coupling between source and receiver and
the signal propagation time can be easily predicted. In smoothly inhomogeneous
environment, however, the acoustic energy propagates along more complex curved
trajectories (rays), so that such prediction becomes moie ditficult. Rays form
coupling channels with the complex structure in natural waveguides (such as the
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ocean and the atmosphere) [8, 72, 129]. Complicated spatial structure ot the
propagation channels is displayed also i the iemporal characteristics of received
signals. An initially single radiated pulse splits into a series of pulses at the receiver
location after propagating through an inhomogeneous medium due 10 different naih
lengths. Such pulses can be either overlapping or separately resolved, so that
received signals form a complex temnoral distribution,

This phenomenon plays an important role in a choice of the algorithm for the
reconstruction of the parameters of oceanic inhcmogeneities by tomographic
monitoring systems in atmospheric and oceanic waveguides [76, 130]. Usually the
locations of sources and receivers are determined by the zoals and design of the
particular monitering system. The problem of choosing these locatious becomes
more complex in weakly inhomogeneous refracting media. The energetically
coupling channels have more complicated structures in this case, and the locaiions of
sources and receivers should be chosen taking this fact into uccount. The shadow
zones (both for the source and for the receiver) existing in the ocean provides a good
example confirming this conclusion. Localized inhomogeneities, situated in shadow
zones, do not influence the structure of received signais. Thus, one can assume tnat
the an observation area of imaging system is nonuniform. The knowledge of the
propagation path losses. characterizing atmospheric or nceanic waveguides, aliows
for the estimation of the performence abilities of the imaging system for the given
observation area [131, 132]. At the samc time, the distribution of such loss,
calculated for various source and receiver locations, must be combined to receive the
detailed information about the observation area [133]. However, the complexity of
such estimation depends on the zomplexity of the tomographic observation systems
[35. 48, 75]. Itis even more difficult to describe the connection between the spatial
structure of the observation area and the temporal structure of received signals [73,
77]. The "differential" tomography, which does not consider the disturbances from
random inhomogeneities, and the Dark Field Method for oceanic waveguides [2, 78]
give estimations of the spatial structure in the observation area by processing
responses from several receivers and sources.

The development of acoustic imaging systems requires the sclution of the
problem of the optimal choice of system paramecters. The syuthesis and the analysis
of the acoustic ficld structure in a waveguide are necessary for designing optimal
configurations of emiiting and receiving systems, focusing the energy at the given
region of the medium, and choosing the processing algorithm that will provide the
high spatial resolution. If the size of the inhomogeneity in the refractive waveguide
is large enough in comparison with the wavelength. then the optimal observation is
along the direction of radiated signal. 1t is necessary o solve the internal diffraction
problem for mhomogeneities in the inhomogeneous layeied waveguide in order 1o
estimate the performance abilitics of tomographic systems [29]. The optimal
dispasition of scurces and receivers is sought hased on the results obtained.

Methods for the optimal choice of the parametcrs of acoustic imaging systems
in refractive layered waveguides are discussed in the next scctions. In particular,
some optimization problems are considered and classified. The calculation of the
field scattered by inhomogeneities in the refractive waveguides is presented also. The
transferal characteristics of inhomogeneous media are defined and their computed
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spatial distributions are analyzed. The method and results of optimizing the model
of imaging system are presented. The limitations, the pessible applications, and the
development of proposed methods are discussed in the conclusion.

4.4.1 The Problem of Scattering in Smoothly Inhomogeneous Layered
Waveguides

As noted above, the sensitivity of the stiucture of the coupling energy channel
to variations of the location and parameters ot the inhomogeneity should be
estimated in order to analyze the efficiency of the acoustic imaging system. The
spatial distribution of transferal characteristics can be studied in this case. Different
regions of the observation area can be tested by using simulated objects appropriately
describing the influence of inhomogeneity. The scattered field calculation can be
based on the geometrical theory of diffraction (GTD) [8, 72, 129] implying the ray
representation of acoustic field. The proposed methods can be generalized for the
modal approximation [72].

Let the point source §, the point receiver R, and the firmlv localized
inhomogeneity P (its size is less than the scale of field variation) be placed in a
smoothly inhomogeneous medium. The total received field can be expressed in the
foliowing way:

S, - WS, .,
a—'Z.J"|e 'k ’ZAn]e LTV 20 S S TS VIR
Hy ﬂ_.

whecre the first sum, corresponding to ,, describes the field in the geometrical optics
approximation (4 is the amplitude, S, is the phase, and % is the wave number). This

group includes both the ordinary waves, propagating along the curved trajectories and
the waves, reflecied from the inhomogeneity. The second term «, describes

diffraction effects of the order of & '. There are two subgroup in this group. The first
one describes the diffraction effects on the ordinary wave {the transverse amplitude
diffusion, the diffraction at the waveguide boundaries. etc.). The second one is
associated with the diffraction on the localized inlicmogeneity and inc'udes the
diffraction waves of different types {8, 72, 129].

4.4.2 The Problem of Ray Selection

It is necessary to trace curved trajectories (rays) to calculate the field at the
receiver locations. Tracing all rays is often non-effective, because it requires the
large amount of numerical calculations for smali-scale inhomogeneities.
Approximate estimations have shown that tiie number of rays grows proportionally
to D/L, where D is tiie length of the propagation path and £ is the scaic of the
inhomogeneity.

Special methods of rocusing are more effective for small-size inhornogeneities.
One of these methods is described below. Qutside the inhomogeneity, the ray follows
the rules of geometrical optics (Fermat's princinle). Thus, the prob!=m of ray aiming
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consists of selecting pairs of rays that couple the source pointS with the receiver point
R with the point intermediate point on the surface of the scatterer. These pairs must
satisfy the conjugation conditions at the given point of the surface. The conjugation
conditions are determined by the ray type.

The conjugation condition for the wave of type 1 (see Fig. 4.5), reflected from
the inhomogeneity surface, 1s {22]:

ts'lk

N = - ——
(201 +le g1 N}

(4.35)

where ., are unit vectors along incident, S, and reflected, R, rays at the point of

reflection, N is the external normal at the reflection point, and .} is the scalar
product of two vectors.

Figure 4.5, Positions of the source, S. receiver, R, and scatterer. P. Rays connecting S and R in
scattering: / - reflected, // -refracted. /i and [V - diffracted, and I - creeping. (Adapted trom
[2z2])

The singly refracted wave, Il in Fig 4.5, is characterized by the following set
of conditions {72, 133}

1 . , o ] .
Nl : (_l[“ql)/illtl "q||:, Nz ) (_—tz_qz)/“_rz_qz;!: (436)
", n, H: ﬂz

where N, are the external normals of the surface at the incident and exit pcints, n,,

are ratios of refractive indexes, calculated at the ray incident and leaving points, ||..Jl s
anorm of a vector, the vectors ¢, , characterize an internal structure of the scattering

object in the sense of an outward pointing unit vectors along the iniernal paths. The
conditions for wave [V, originated in the process of scattering from the edge, are:

ledg) +let,) = eyt G, (4.37)

where ¢ is a unit vector tangential to the edge at the ray contact point.
The conditions for creeping wave, V, diffracted on the surface of smooth body,
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are expressed as follows:

(Nt )=0, (Npt

220 ANt =0,

where N is the external normal to the surface at the contact point, (,.,) is the scalar
triple product. The normal at the creeping point can be easily found from this
formula:

N =ttt vt Mt )i, (4.38)

where 1,.] denotes the vector product. One can draw the normal at the point of
contact with the surface and limit the set of points of the surface, where the given type
wave can appear. If the ray unit vectors ¢, are known, then one can determine the

normal direction in the ray incident point for the wave of type T or IV. In the case of
the refracted wave II, the normals N, can be found from Eqs. (4.36) after excluding

the vectors ¢, ,. However, additional information about the internal inhomogeneity

structure is required. Eg. (4.37) limits the set of permissible edge unit vectors, ¢, and.
therefore, the set of points, from which wave i1l can originate and reach a recciver.
Analogously, the "sharp" points cof the surtace (type Il1), where the conjugation
conditions are fulfilled, can be easily selected. The numerical solution of the problem
can essentiatly be accelerated by restricting the set of points where the given types of
waves can be originated. Then, it is enough to focus the imaging system at the
suspicious points and check the conjugation conditions for the given pair of rays.
However, there is no universal algorithm of @ priori determination of the unit vectors z, ,

at the ray incident point for arbitrary inhomogeneous media and localized
inhomogeneities. Nevertheless, these unit vectors can be approximated by the
directions, 1 ,, connecting the points S and R with an a priori fixed point £ of the

inhomogeneity. This approach is suitable if the size of the inhomogeneity is
essentially less than the scale of field variations near the inhomogeneity. These
conditions are realized for inhomogeneities, placed far from the ray caustic surfaces
and waveguide boundaries. The details of the application of the mentioned
approximation are analyzed in [129].

Thus, the focusing on the inhomogeneity can be implemented by the following
iterative procedure: 1) tracing rays, coupling the points SR with the given
inhomogeneity point P°; 2) determining the unit vectors 1¢, at this point;, 3)
searching the approximated normal (or the direction ¢) at the contact point, based
on 14 ,; 4) selecting the points of the surface with the resulting normals; 5) aiming at

the selected points and checking the required conditions for each pair of rays. The
parameters of determined rays become the initial parameters for the next step of'the
iterative procedure.

As an example, let us consider aiming at points on the surface ot a small
ellipsoid. The interior of the ellipsoid is assumed to be acoustically homogeneous:
n-n,=n, q,=-q,. The center of the ellipsoid, chosen as P°, is the origin of the
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Cartesian coordinate systern. The radius vector of an arbitrary point of the ellipsoid
can be expressed through the coordinates of the normal N at this point;

r-g(N) = (@ N i+b2N j+c N K@ N} 12N+ N,

where i/, j, k are the unit vectors of the Cartesian coordinate system, (q, b, ¢) are the
lengths of the ellipsoid semi-axes defining the ¢llipsoid size. Let the unit vectors of
rays reaching the point £* be t;,. Then. one can find the point of the surface,
corresponding to the reflected wave from formula (4.35):

1, g 11201+ )],
The creeping point of the diffracted ray is obtained from Eq. (4.38):
r.=g( (I;‘,+t.;.)(t;,,,;‘_) / i'[f_;,I,'?]i!),

To obtain points, corresponding to the refracted ray, we should augment system
(4.36) by the following relation:

Ny g(N
po BN ey N
g (N)-giv)i ;
This expression relates the direction between two arbitrary points on the ellipsoid
surfacc to the normals N, V,. Finally, we get the system of equations:

- 1,
p,'lnﬁzs—-F(N[,Nz):! P =ty FINLIN),

|

. 1.
N:H—rR_F(N]:N:)N - ;tR—F(Nl’NZ)
n

to determine the incident and output points for the refracted rays: r ~g(V ,).

The numerical simulation has been carried out for the bi-linear oceanic
waveguide and localized inhomogeneity of the ellipsoid shape. It has shown that the
iterative process converges to the solution with geometrical speed, if the searched ray
exists. The algorithm becomes circular, if there is no solution. The computational
time for the focusing procedure considerably decreases in comparison with a direct
check of all surface mesh points when the ellipsoid size decreases.

4.4.3 Calculating Field Amplitude
The next step in calculating the diffracted field is the determinations of the

amplitudes of waves propagating along rays {22]. In accordance with GTD [8, 129),
these amplitudes are given by the following formula:
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W
1

where A is the amplitude of the incident wave, ./ is the transformation Jacobian,
which is proportional to the area of the cross-section of the ray tube, transforming the
energy from the scattering point to the receiver point, S(-) is the diffraction
coefficient. The amplitudes of the refracted and ditfracted waves can be presented
in similar manner.

Figure 4.6. System ot ray coordinates for the calculation of field diffracted by smooth
curvilinear surface (Adapted from [22}.)

As an example, let us consider diffraction at a smooth curved surface in an
horizontally stratified inhomogeneous waveguide (Fig. 4.6). We will assume that the
source S is situated at the origin of the coordinate system. The ray coordinates are
the azimuthal (¢) and polar (0) angles of the ray unit vector and the parameter /,
equal to the propagation length along the ray tc the cuirent point, r(0.¢,). This
coordinate system fits the spatial form of the ray, but does not couple with the
surface local curved coordinate system. The ray function, R(Mq.0=(X.Y,7), describes
the trajectory of the ray, originated at the point Ai(x,v,z) along the direction
g =(cosPcosy, cosBsiny, sinf). We should calculate the partial derivatives of the ray
function to describe the ray tube

( —(p) \
R' -1 R’:--(k—lzt)[a'__-ij}
) (4.39)
R, =(k u)"":"" K -
w LT 8y pe,

where p=/X2+¥? ¢ isthe ray direction at the current point, ¢ ~( ¥, X.0)/p is the unit
vector, orthogenal to the ray plang, - is the vertical coordina.e of the point of ray,
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being on the surface p=consr (see Fig. 4.6). Then, the set of the reflected rays is given
by the formula:

r(0.0.) = 0(0,9)+R(P(9,¢), 4(8,9), /-1(8,9)), (4.40)

where 0(8,9)=(0,, 0,)=R(0,1° 1(8,¢)) is the radius-vector of the ray reflection point

P8.9).
The intensity of the reflected wave reaching the receiver point is:

0

’:'”2% L D= ), (4.41)

where W is the power of the omni-directional point source and I is the Fresnel
coefficient at the reflection point. The expression for Jacobian follows from Egs.
(4.39) and (4.40) and has the form of the mixed vector product:

/
, 90
27 ’
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+
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d _])+az (q“’ ]+pey(q‘”e'),T),

p.ffkb’ko][ P 3 g P,

(4.42)

n, n . . .
where f=k-—r and t,=¢ -—*r are the tangential unit vectors of the lines of the
n

a,

!
intersection of the coordinate planes ¢=C, and 8=C, and the scattering surface at the
reflection point, and ¢ and ¢=¢-2n,n are the unit vectors along the incident ray and the
reflected ray, respectively. Based on Weingarten's derivative formulae, one arrives at:

an_k. ’ o _ .a:(p‘) Lt
— kO kO = k) [k o Ry =k =, kp=kypy,
a0 0

and

oM _ L epr 1opl _ ko= .9z i
é;’kuoe’kzzop‘kzlfx*kzzfp 2|‘k2|“5'e—» Kyy =Ky

where the parametersk,),....k,, can be obtained from the first and second quadratic
forms, describing the scattering surface. Thus, the derivatives in Eq. (4.42) are:

9z
a9

7= [i _fniﬂﬂc) l(/l“f:ﬂ)'z(kn”'l +kigy).
t, dz J



and (4.43)
0y = L) DA S) 00 - 2y, ),

where m, =n f,+f, n and m,=n f,+f, n. Substituting Eqs. (4.43) into Eqgs. (4.41) and

(4.42), one can obtain the intensity at the receiver point. The general expressions are
cumbersome, so we will consider several fairly simple examples.

Scattering by the azimuthally symmetrical surface (by a toroid). For the reflection
from the surface, defined by the equation F(p,z)=0, the vectors n, ¢, ¢, and T are at
the ray plane ¢=const. Thus, the vectors f, and f, are directed along the principal
directions of surface curvature: &,,=-k,, k;=k;,=0, ky=-k,=np;', where k, is the
_ curvature of the normal intersection of the surface by the ray plane. Substituting the
last expressions in Eq. (4.41), we arrive at:

[= |[“|ZLV.1*O_ Io Jz @
4T, |8

The expression confirms the symmetry existing in the problem. On the other hand,
one can derive the asymptotical solution for the rays with small grazing angles, which
corresponds to &, -, from Eqgs. (4.41)-(4.43):

, PRSP,

4,
9.

1 1

w
1= rp2 R
2o, plk,|’

8z

(4.44)

| oz @V 8z . .
where F =cp,/c and F,=cp,/c, are factors of the vertical focusing of
T B

rays, reaching the reflection point from the points § and R, respectively. The
intensity of the incident wave is equal to (W/4m)F /p:. The Jacobian, J, of the
transformation for the ray tube, connecting the points R and P, equals py/F,. Taking

the last two expressions into account, we can express the intensity in Eq. (4.44) as
follows:

L
VI

$1- lmg’ﬂ’_jl__l_ (4.45)
20 190G +p; Mk,

is analogous to the diffraction coefficient for the reflected wave. Thus, the quantity S*

i=1,s?

where
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can be called a coefficient of the reflection from the curved surface.

Scattering by an arbitrary surface in a homogeneous medium. In the homogeneous
medium we have:

z% &% g =% e

= 80 2 B gt

H

Then, Eq. (4.41) can be rewritten as:

1r|2 /'(1 INSYIRR(A z)(—-+k1qn )+l 3K (4.46)
9n
where &, is the curvature of the normal intersection of the scattering surface by the

plane, containing the vectors ¢ and g, &, is the curvature of the normal intersection

of the scattering surface by the orthogonal plane, X is the Gaussian curvature of the
surface calculated at the reflection point, and /, , are the propagation lengths along the
ray from the points § and R to the reflection point P, respectively. Taking into
account that the intensity of the incident field equals W/(4n/’) and the Jacobian, J,

equals 122, we arrive at the following form of the reflection coefficient:

k
ST+, D220 4ty W2 +h,g,) +4K] Y (4.47)
q

n

Eq. (4.46) was first derived by Fock [129] for the intensity of the wave, reflected from
the curvilinear interface between two homogeneous media.

* Reflection from the surface with large Gaussian curvature. There is an asymptotical
expression for the intensity of the wave reflected by a surface with large Gaussian
curvature, i.e., K-, in an arbitrary stratified medium. The asymptotical form follows
from Egs. (4.41) - (4.43):

WFFl

I 44
1 et TRT (4.48)
This shows that the asymptotical formula for the reflection coefficient is:
2
L 4.4
4K (4.49)

Similar expressions can be obtained for the refracted waves [31, 72].
As an example of using the derived expressions, Fig. 4.7 shows the dependence

99



of the intensity of the scattered field on the orientation of an ellipsoid placed in a bi-
linear waveguide for the fixed locations of the source and the receiver.

I, dB
|

~-130 -

-1580 [

0 n o 2x

Figure 4.7. The diffracted signal intensity as a function of the ellipsoid orientation in a
horizontal plane. (Adapted from {22].)

The procedure has been developed for layered waveguides of refractive type.
However, some details have been omitted, because of the limited size of this paper.
For example, we have not discussed multi-scattering effects for the inhomogeneities,
located the waveguide boundaries, or the accurate calculation of the field near
caustics, etc. These effects can be included on the basis of more precise theory.
Nevertheless, the obtained estimations allows the effective optimization of imaging
systems by using transferal maps, computed on the basis of the calculation of the
field, scattered by probing (including isotropic scattering) model objects.

4.4.4 Tomographic System Parameter Optimization

Several optimization problems for acoustic imaging system are considered in
this section. The discussed methodology is based on spatial maps of the medium
transferal characteristics, such as a Coefficient of Energetic Coupling and Anisotropic
Coefficient. It should be noted that the present review does not deal with the
problems of the signal temporal characteristics optimization, which is based on the
temporal medium transferal properties, such as a signal Mean Travel Time to a
receiver, the probability of the separation of the direct and scattered signal, and so on
[73, 133].

Total Intensity of the Reflected Wave. First of all, let us analyze the formula
for the total intensity of the wave, reflected from the localized inhomogeneity, which
can be readily derived from the consideration, presented in the previous section:

e O
W Fy SEy

=2 ,
w7 Gy

(4.50)

where the double sum corresponds to the incoherent summation over all rays,
reaching the receiver after the reflection from the surface of the inhomogeneity. S,
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is the coefficient of reflection, calculated at a given point on the surface of the
inhomogeneity, p’and pare the distances between source and surface
inhomogeneity point and between surface inhomogeneity point and receiver,
respectively (see Fig. 4.6).

If the inhomogeneity size is smalli, then we can assume that p,/ )~p, and p,/ Jep, .
Besides that, the set of all rays, coupling the source, S, with the inhomogeneity
surface, can be divided into a few classes of ray bundles, not intersecting with each
other. The individual class includes rays, differing insignificantly due to splitting the
ray, connecting the point S with some central point £ * at thc inhomogeneity surface
corresponding to the incident point of the central ray of the particular bundle. The
analogous separation can be carried out for the receiver rays. Then, we have for the
focusing factors: F"<F” and #®-7®, where F'" and £ are the focusing
parameters of the "central” rays. The prime coordinate system (x’y’:=’) will
correspond to the local-body Cartesian-coordinate sysiem. Any direction in this
system can be characterized by a normal vector n ’=(n,’,n2’,n3'). Then, the reflection

coefficient, S(n")=Sin/ n,n,), can characterize the scatiering surface at the particular

point. 1f thece are several points of the surface, corresponding to the same normai
direction r/, then this function results fromi summing the reflection coefficients over
all these points.

Using Eq. (4.35) and the function S(n ", let us derive the intensity of the field,
reflected by the ideal reflector, IT,l=1. The reflection coefficient can be expressed

in the medium coordinate system as:

_(t(l) t(z))‘

Y m D
AR )

where U is a unitary matrix of the trans“"ormation of'the medium ccordinate system (x,»,)
to the body coordinaie system (x'y'z"), and ¢ and (? are the incident and reflected

ray unit vectors at the point of reflection. Fmall), the expression for the total
. intensity of the reflected wave is:

Zf S(Tn,), (4.51)

S,/ —S(Z/nq), i

4np,p‘

where a=(jj), £,=#"F. The intensity determined by Eq. (4.51) is a function of the

parameters of the problem:
1:1(0,0,0,580).0),

where 0, , are the radius vectors of the source. the receiver, and the inhomogeneity
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in the medium global coordinate system, respectively, S(-) is the function describing
the reflection properties of the inhomogeneity. and the matrix U determines the
spatial orientation of the reflector. Thus, the problem of the optimization of the
mentioned parameters can be formulated to provide the maximum value of the
received intensity. The greatest attention should be paid to the essential factors
influencing on the solution.

4.4.5 Some Problems of Parameter Optimization

The Optimal Scatterer Form. Let us assume that all parameters, except the
function 5(:), are given and fixed:

I = 1{S("))~extremum .
8¢

Obviously, the determination of the optimal function, S(n’), can be easily replaced
by secking the optimal function fn)=S(Un). Thus, the initial problem is equivalent
to the following one:

E F fin)- extremun
a 10)ef

where {¥,n} is a given set of parameters, F is the functional class within which we

are looking for the solution. This class should contain a large number of elements to
provide the existence of the solution. On the other hand, it should follow some
restrictions to provide the physical realization of the solution. It should be also in
accordance with limits given by the problem statement.

As an example, let us consider the problem of satisfying the asymptotic
formula, Eq. (4.49). This can be summarized as follows: A smooth, convex, closed
surface r=r(u,v), (u,v) are curvilinear coordinates at the scattering surface, is required
that maximizes the sum ) F,|K_ | ™', where K_ is the total (Gaussian) curvature of the

a

surface calculated at the point with the external normal n,. It should be assumed that
the surface area is given, the curvature at any arbitrary surface point is limited by the
following inequalities: 0<3 <K <3,, where §,, are the given values. This is a
variational problem of the nonclassical type (the optimal control problem). Its
specific feature is that there is no a priori information about the points of the surface

where reflection takes place. A general mathematical formulation of the simpler two-
dimensional problem can be expressed by the following set of equations:

By =Py P, =P, +2p; P2-(p1+p3) ", 'u, Os@<2n,

-3
[Yoi+prde=1, 0<8,U<B,

0
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{,COS¢ -0,8ing - (pppz)cosqm“)l 0,
P,COSQP~P SINQ- (p,*p?)smq)nu | peg, -0,
9,(0)=p,(27), p,(0)=p,(2m),

EF.: Y@ ) ~extremum, 0<@ <2n, a=1.

0 3

where p=p () Es the equation, giving the scatterer boundaries at the polar coordinates

system, n'” n'™} is the set of normals, and / is the boundary length.

Optimal Scatterer Orientation. The problem of the scatterer orientation
optimization consists of choosing the unitary matrix U that gives the maximum
intensity at the receiver location. The orientation can be determined by two scalar
parameters ¢, ¢, (for example, Euler's angles). Then, the following system of

equations gives the necessity conditions of the extremum:
2L -Zw VS,Fnl -0,
E(pl
ol

Sy vs g -0,
a(‘): o h

where U, ,=6U/0g, ,, and (*) denotes the transposition operation. It is important to
note that, if the absolute value of the vector Y F_n_ is small for the given scatterer

a
location, then the gradient of the intensity function

Vi, = YW, VSFn)= WU VS Y Fon)=0,i=12

is also small. ( VS is the mean value of the gradient, calculated at some intermediate
point). This fact means that the intensity, determined by Eq (4.31), is weakly
dependent on the scatterer orientation. In the opposite case, if the value of } £ n,

is large, then the absolute value of the gradient depends essentially on the orieniation.
Therefore, the relative variations of the intensity are large with changing the scatterer
orientation in space. Thus, the scalar parameter

ZFn
Zr

(4.52)

with its values in the interval [0,1] can be a mesasure of the dependence of the
received intensity on the scatterer orientation. The larger § is the stronger this
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dependence will be. The parameters, called the "Anisotropic Coefficient” (AC) [72],
is determined by medium properties and is not dependent on scatterer properties. It
characterizes the non-uniformity of the reflector illumination from different
directions.

Let us consider a concrete example ot choosing the paramcter defined above.
Let the spherical surface be illuminated from the directions determined by the vectors
n n,..n, . The intensity of the flow along the direction n, is proportional to F. The

illumination of the spherc point, defined by an external normal, &, is given by:

® =13 Fala N,

where y(x)|<yx} is a given function. Thus, @:Y" | s0 we can definz the relative
illumination of the sphere point as:

o) !Z F (N )
SN = D) i.L..-ET__.
Z l:a | a * |

The non-uniformity of the illumination can be defined analogously:

S-max FON) - min 3H(N). (4.53)
N

N

AC, defined by Eq. (4.52), foliows from this expression for the functional form:
y(x;=-x. However, ithe more physical assumption is that x(x)- -x 1(x), where 1(x) isa
unit step-function. Equation (4.52) gives an AC value of 0, if the sphere is uniformly
illuminated from all directions and the flow intensity is also uniform. However, Eq.
(4.53) shows that 3 decreases monotonically as L-=. This expression is in agreement
with an intuitive notion ahcut the non-uniformity of illumination. Nevertheless, the
parameter, determined by Eq. (4.52), generally describes the situaticn coirectly. and
it is the simpler one for calculation. Preliminary computation of the spatial maps of
transferal characteristics {such as AC) can be carried out before selving practical
optimization problems. First of all, the spatial maps of AC in inhomogeneous media
provide a convenient visible representation of the pruperties of the particular
waveguide. Secondly, the maps can be used as a priori information for future
imaging system optimization.

Figure 4.8 shows the spatial distribution of AC in the vertical (Figs. 4.8a,¢) and
horizontal (Figs. 4.8b.d) planes for the bi-linear waveguide. The sound speed profile
versus depth is (@, 1500), (-200, 1470), and {-3000, (550), where (depth [m}. ¢
fm/sec]). The source is at a depth of -200 m for Figs. 4.8a,b, and the receiver is at the
source depth in Fig. 4.8b. The distance between the source and receiver is 100 km.
The greater the value AC, the darker point it is shown in the maa. (A more dewatied
study of the transferal characteristics for different inhumogencous waveauides can T
founa in {72, 73)).
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gd

Figure 4.8. Spatial Distribution of the Anisotropy Cocfficient at the vertical {a;¢) and
| horizontal (b,d) planes for the bi-linear waveguide. (Adapted from {72])

Optimal Scatterer Location. The problem consists of choosing the position of
the scatterer (inhomogeneity) in the given region, €, using a priori information about
the inhomogeneity and transmitting-receiving system parameters:

{=K0,) - extr¢emum.
reQ)

If the reflection coefficient is limited, that is, if $<5,, then the intensity is also limited:

Ww. 1 .
/- —SU—:~§: FG'

ol
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The parameter

:

Ky s =3 r, (4.54)

,

nip; @

is determined by the medium properties. It characterizes the capacity of a particular
medium point to transfer energy, reflected from the local inhomogeneity placed at this
point, to a receiver. The smaller } is, the smaller this ability is. This coefficient is
called the Coefficient of Energetic Coupling (CEC) of the points § and R through the
particular inhomogencity point . CEC is proportional to the intensity of the wave
reflected by the probing sphere:

W o W ..
o ) - {E /‘n.S(Una) v ‘__'SU’/ .
dmpip; o 4n

Theretore, CEC gives information about the optimal position of symmctrical scatterer.
However, if the scatierer is not symmetrical. a large value of +” does not guarantce a
high intensity at the receiving point. The supplementary confirmation of high received
intensity is given by the uniformity of the reflector illumination from different
directions. 1t is characterized by the parameter § defined above. Thus, we can
introduce a scalar paramcter, v- (1 4), which gives more reliable information about
the optimal location of non-symmetrical scatterer.

The cocfficients 3, I, and y do not take the scatterer properties into account,
so they provide a crude description of medium properties. However, they can be used
as the {irst step in the solution of optimization problems.

Figure 4.9 shows the maps of the spatial distribution of CEC for the same
medium and transmitting-receiving system parameters as in Fig. 4.8.

4.4.6. Optimization of Acoustic Imaging Systems

Let us consider a model of the imaging system consisting of the arrays of
sources, $.:-1,..n, and reccivers, R.j-1..m, of acoustic waves observing a given
region of an inhomogencous medium.

The quality of viewing, carried out by the pair 2 -(§,R) can be characterized
by the scalar parameter a :0. The physical meaning of the parameter can vary

depending on the goals of the particular viewing system. If the goal is a detection of
inhomogeneities appearing in the given region, the measure of the quality of observing
is the averaged energetic coupling of the points S, and R, through the points of viewed

area:

ay - f w(Pydp,
Q

where ¥(P) is the CEC calculated at the point P of the region and Q defines the
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viewed area.
If one is interested in the detection of the inhomogeneities changing their
orientatton in space, then the quality of viewing can be characterized by:

G, - f S(PAP,
Q

where 8(7) is the AC.

As we mentioned above, the quality of viewing can be also defined on the basis
ol temporal parameters, such as the probability of the separation of the direct and
reflected signals, etc., if pulse probing of the medium is used.

Besides o,-0 giving estimation of the quality of viewing, other parameters

_ -3 : R i :
Figure 4.9. Spatial Distribution of the Coefficient of Energetic Coupling at the vertical (a,c)
 and horizontal (b,d) planes for the bi-lincar waveguide. (Adapted from [72])
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characterizing the particular sets of sources and receivers should be introduced.
Namely, let B 20 characterize the quality deterioration resulting from placing the

source 3, at a fixed position and let y 20 characterize the quality deterioration resulting
from placing the recciver, R , at a fixed position. Let & (i7-/'] +ly ;|>0) be the quality
deterioration because of the influence of the other connection pairs P, .

Then, the resulting quality of imaging system is determined by:

n.n

C=3a -8 -2y X8 ., (i i'>0).
/

| ' Yoy

Now the optimization problem can be formulated as forming the system, having the
maximal quality.

There are a few simplification of this generally stated problem. For example,
the number of pairs can be limited and fixed, or the regions of possible locations of
sources and receivers can be known. Therefore, one can talk about a choice of a
subsystem having the maximal quality. This is a problem of discrete mathematical
programming. 1t always has a solution (possibly not unique, however), which can be
found by sorting all possible variants. We will refer to this algorithim as an ordinary
sorting. The number of variants grows proportionally to 27" with increasing » and
m. This fact makes ordinary sorting non-effective for the solution of applied
problems. In the next subsections we will consider two methods of the accelerated
sorting, which require fewer calculations. The two algorithms are based on two
alternative strategies. They are the Excluding Algorithm (EA) and the Algorithm of
Group Sorting (AGS). Sometimes the combination of two algorithm can become very
cftective. The Excluding Algorithm can siart a procedure and confine the set of
permissible subsystems. If the solution is not reached by EA, AGS can take over and
provide faster convergence to the solution. It is assumed below that sources and
receivers do not interact with each other and 6:,“/,—-0. The two methods of optimizing

imaging systems and achieved results are discussed below.

The Excluding Algorithm. Let us determine the problem of finding the
maximum value of the function Q defined in the domain P:

o INAEDIDY a, 'z 8-y Y, Plicl,...m e, mh. (4.55)

el 4l

In other words, one should analyze the following matrix:

Q;, @, m | By

21 22 2m f BZ
|

anl ﬂ", ! anm | “Bn

-'*Yl _YZT_"_}':{ v
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and select the subgroup of rows (from first 1) and the subgroup of columns (irom first
m}, so that the sum of the all submatrix elements would be maximal. Let /* and J*
be optimal subdomains. The method discussed is based on the simple observation.
The sum of the elements of the ith row should be positive for any 1e/°, if /* includes
more than one row. Otherwise, it means non-optimal choice of the subdomain, and
onc can exclude the negative sum row and increase the quality function value.
Obviously, the analogous observation ts true for the subset of columns. Thus, the first
stage of the algorithm can be summarized as follows: One should start from the input
matrix of maximal size. All rows having a negative sum of elements should be
excluded because they can not contribute to the solution. This step is called "step
(1,0)" or just (1,0). Then, for step (01), all columns naving a negative sum of elements
are cxcluded. If the last operation produces negative sum iows, the algorithm should
returns to the steps (1,0)-(0,1). This stage is repeated as long as negative sum rows
and columns appear. The next step is labeled (1,1). At this stage, one row and one
column, having a negative common sum ate excluded simultaneously. The solution
can not contain such combinations. After this stage, the negative sum rows and
columns can appear again and the algorithm must return to the steps (1,0)-(0,1). The
next step excludes one row and two columns with negative sum of the elements, and
so on. As aresult, the algorithm splits into the finite steps schieme:

slarl“‘(l;())";(o,l)--l(l,l) (1,2) (2. D)-(2.2)~... '(n,m)%l'nd

- - - _— e e e e e = —

The solution is found when there are no excluded rows and columns at any step up to
(n,,m), where n +1 and m +! determine the dimension of the matrix that forms the

solution. The number of calculation steps strongly depends on the difference of the
initial matrix and the solution submatriz. The most unfavorable case is that both
madtrices coincide. Then, the number of steps of EA equals to that of the ordinary
soriing. However, the number of operations for the ordinary sorting becomes two
times less after each excluded row or column by EA. This fact results in the essential
increase of computational spced.

Algorithm of Group Sorting. The AGS is alternative to the ES algorithm. Here
the computational speec is increased by introducing a procedure similar to the gradient
descent to the solution. The algorithin can be briefly summarized as follows. First,
let us consider the easier problem. Let us fix the subset of the rows /-4 1,11 of the
initial matrix and consider submatrices formed by these rows and all possible subsets
of' the columns J - 1j,,/,,.;,}. (Herethe row -f, ie/, and the column -y, jcJ, are taken
into consideration.) Then, we can find the submatrix, having the maximal quality. Let
us include the columns forming this submatrix in the subdomain /-

Obviously, the quality function determined by Eq. (4.55) can be rewritten as
follows:

OUSY 33 a - 3B DY, - Z( Yo vl LR=Y80 00,

w, ed v e * (4 w !
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where §(/) = ( :L;a,/-yj), (OXVAI §B, ~const=0. The solution is based on the
theorem. formuiated below.

THEOREM. Let /=li 1,5}, k € 1,..n, 1 < 4, 1, = 1, n, be the fixed subset of
rows, determining the class of submatrices. Then, the set of submatrix
columns, J*, having the maximal quality, contains:
(1) Either all columns having the positive value of 8 (/) and only them, if
such columns exist. That is, if J. € J, J, = L..m §.0) >0, then
TN R VANARENA 8;; (/) > 0, and § (/) < 0 for any column not belonging to
the subdomain J*:vjeJ, /JP° .;or
(2) the single column, having the maximal value of 8D, if the
requirements of the first statement are not fulfilled. That is, if
Yjedy 51(1)50.
Then J* = *): §.(1)28.(/), Vjic .

Thus, the solution of the original problem can be found by analyzing all possible row
subsets and finding a subsysten, having the maximal quality, for each row subset. In
the final stage, the only one subsystein having the global maximum should be chosen.
Estimates of computational speed have shown that only n-m-2" computer operations
are needed in this case. If one float-point-operation duratior is about 20 us (for
INTEL-287) and n=m=10, then the computational time of AGS is about 2-4 seconds.
On the other hand, ordinary sorting requires 3-4 minutes.

The combination of two algorithms can be desirable for some situations. The
EA algorithm decreases the matrix size very effectively, if it operates on matrices,
having the negative sums of row or column elements. However, AGS is mocre
effective, if there are no such cocmbinations in the matrix. Thus, one can start from
EA. Let us assume that the negative sums become absent at the ith step. To decide
what algorithm to use after this step, one may calculate the transition function
ST, Ts)» Where 1, is the estimated time for a few next step of EA, T, is the

next
estimated time of processing the matrix by AGS. The transition to AGS takes place,
if the function f is positive or zero, i.e., f20. A form of the transition function may
be, probably, defined as follows:

f( i’ tnexl’ TGS) = (Tne(' - TGS) te (‘i’ i()) ((TGS N tnex/)+ C), e>0 ’
where

- iz,
oliig) = & 0,i<i,’

where i is the final step number used for the comparison of two algorithms.
As a numerical example, let us determine the optimal disposition of five sources
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and five receivers in the bi-linear waveguide with the parameters, defined above, for
the given observed area (r,.r, .z.z,)>(35, 38, -2.46, -2.67) km shown by shadowed
rectangle in Fig. 4.10. Figure 4.10 shows the original positions of sources and
receivers and the optimal set of three sources and one receiver (filled circles and
triangles, respectively). The transferal coefficients are maximal in the given region for
the optimal system configuration.

i, km 25 50 75 x, km

—

-

v m—

——
-—

-1.5 ] S

NI i T T,

Figure 4.10. An optimization of hydroacoustical imaging system from 5 sources and 5
receivers for the given observation area Q in the bt-linear ocean waveguide.(Adapted from

[791)

44,77, Conclusions

The principles of the optimal choice of imaging-system parameters in a layered
waveguide have been discussed. In particular, the transferal characteristics of the
medium, such as CEC and AC, have heen defined and analyzed. These characteristics
were first defined in the papers [72, 73, 133] for designing the acoustic imaging
systems in inhomogeneous media, including refractive type oceanic waveguides. In
this paper the spatial maps of the coefficients have been used for optimizing the
number and positions of the elements of imaging systems. That would provide the
maximal sensitivity of the system.

It is important to mention some limitations implied in the discussed methods.

(1) The ray approach has been used for the calculation of the transferal
characteristics. It limits the applications ot the methods to the high-frecuency
range. However, both the mode and parabolic approximations can be also used
for the characteristics calculations. Some preliminary results have shown that
the spatial structures of CEC and AC are simpler for the low-frequency range
[72].

(2) Besides the spatial transferal characteristics considered above, other
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characteristics, related to the temporal signal structure, should sometimes be
analyzed to optimize imaging systems in inhomogeneous media. Temporal
characteristics have been analyzed in [73, 133]. First of all, the temporal
characieristics are preferable for the monitoring of nonstationary objects or
media. Secondly, the problem of the suppression of direct illumination signal
fluctuations can be solved by using the temporal-transferal characteristics, for
example, by using the Dark Field Method developed for inhomogeneous media
[73, 75]. In this case we deal with more general optimization of acoustic
imaging systems, taking the nonstationarity into account {18, 66]. It is
important to note that geometrical dispersion has influence on temporal-
transferal characteristics (unlike CEC and AC) for iow frequencies that results
in destroying the temporal pulse structure [134]. As a consequence, there are
optimal frequency intervals for the observation of nonstationary
inhomogeneities.

(3) The problem cf acoustic imaging (similar to the problem of tomographic
monitering) is reiated to the inverse scattering problem. It is well-kncwn that
the regularization procedure based on « priori information is usually required
to reject non-stable solutions. From this point of vicw, the optimization of the
positions of the elements of imaging system, using ¢ priori information about
inhomogeneous media, provides an exclusion of non-stable solutions. The
regularization issue requires more detailed future study.

(4) For the present consideration incoherent summation of rays has been used.
It permits us to neglect fine-interference-ficld structure which is important in
smoothly inhomogeneous media. The limilaticns on a use of this
approximation depend on the properties cf real inhomogeneous media, such as
atmospheric and oceanic waveguides. If spatially distributed random
inhomogeneities are present in such waveguides, then it should be assumed that
the acoustic field has a partially coherent component. The importance of the
coherent component is determined by both the space-time svectra of random
medium variations and the scale of medium smooth variations [135]. The
coherent or partially coherent summation of rays do not change the general
methodology of optimization procedure.

(5) It is important to mention a problem, closely related to the discussed
optimization examples. [n optimizing the positions of sources and receivers,
we have assumed a fixed observation area of mediumi. Thus, the optimal
apertures for viewing a given, relatively small region of the medium have been
estimated. If we assume a set of sources and receivers to be given, then in some
sense, we can obtain a generalized aperture basis from the soluiion of the
problem for every relatively small element of medium. Different working
combinations of sources and receivers, allows us to carry out the spatial
scanning of large regions of the inhomogeneous area. Each solution can be
considered as a tomographic projection similar to one in the differential
diagnostics [35].



Finally, we can suppose that the presented algorithms can be readily generalized
for electromagnetic probing of atmosphere. Moreover, analogous approaches can be
used in seismic exploration, in non-destructive control, and medicine.

4.5 FRESNEL DIFFRACTION TOMOGRAPHY IN THE OCEAN

The concept of visualizing primary and secondary sources of acoustic fields and
objects in those fields has numerously and independently appeared in many applied
areas, such as medicine and non-destructive testing and control and, more to the point
here, in underwater engineering, environmental monitoring of extensive oceanic
regions, navigation, and many others. To cite a single source, among many, we note
the early paper on “acoustic vision” [7]. In acoustic vision the spatial distribution of
some acoustic-field parameters is presented as patterns of varying intensities or colors,
which can be referred to as an acoustic image.

Usually, the reconstruction of acoustic images is based on using some numerical
technique. Such images provide informative interpretations of large quantities of
measured data. However, one can not expect a direct analogy between acoustic and
optic images because they deal with scatterer-wave interactions of different physical
types. This fact makes acoustic images unusual in the sense of photographic
perception. For example, internal structure of acoustically transparent objects can be
visible, and, in that sense, be liken to an X-ray of the internal structure of the human
body. Also, partially coherent interference structures of secondary source fields may
lead to significant “highlights” in acoustic images, which can be referred to as
speckle-noise. Finally, in optical vision we are usually thinking in terms of ray-theory
propagation, whereas in acoustic vision we may be considering mode-theory
propagation.

In this section we propose to generalize standard optical-vision methodology
to acoustic vision in geophysical waveguides. Thus, it is assumed that the distances
to the observation region from the radiating and receiving systems are great enough,
so that the conditions of waveguide propagation are satisfied. First, it should be
mentioned that the ocean medium is generally inhomogeneous. If rough and complex
boundaries are not present, propagation in the water column can be described by using
a smoothly inhomogeneous, layered waveguide model. Large-scale inhomogeneities
complicate the process of local-inhomogeneity tomographic reconstruction from
measured data, because such media are not iso-planar and do not "transmit" images
[24).

Secondly, the ocean medium can be unsteady and randomly inhomogeneous.
This produces illumination fluctuations that limit the use of the traditional vision
methods developed for homogensous media. Thirdly, observed objects usually have
large dimensions in comparison with a wavelength, but weak gradients (for example,
hydrolenses), so that the scattercd-field energy is mostly concentrated in a small
angular interval in the forward illumination direction. This is important because the
quality of images depends on the useful signal to background noise ratio, and the
“signal” is the weak forward-scattered part and the background is the strong forward
propagating wave.
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Summarizing the above-mentioned facts, we will assume that an imaging
scheme, in which the investigated inhomogeneities are placed between the illumination
source and receiving system, is designed for optimal hydroacoustic vision. This
scheme is analogous to the optical one, but in the acoustic scheme, the spatially
distributed radiating and receiving systems, in combination with numerical
reconstruction algorithm, play the roles of the image-forming ienses.

The above described phenomena significantly complicate the process of
acoustic-image reconstruction in comparison with free-space imaging. Thus, it is
necessary to take into account waveguide propagation conditions in the reconstruction
algorithm. Moreover, it is important that some means of reducing the forward-
propagating field in comparison with the forward-scattered field be implemented. One
such scheme providing filtration of the strong direct-illumination field that has been
introduced is called the Dark Field Method [75].

In previous papers [73, 76], it has been shown, that under the above conditions
of oceanic inhomogeneity, images can be reconstructed in a way similar to "shadow"
images, which contain information about only one projection of the inhomogeneity.
In the following subsections, we investigate possibilities of the simultancous
processing of a few inhomogeneity projections to obtain more complete information
about the inhomogeneity's spatial distribution. We discuss some analytical and
numerical results to compiement data in the ultrasonic frequency range from physical
laboratory model experiments.

4.5.1 The Analysis of the One-View Fresnel Image Reconstruction
in the Ocean

The inhomogeneity-reconstruction algorithms, considered in many papers on
tomography, are based on processing combinations of projections. The term
"projection” is defined there as the field distribution along a receiving array for one
fixed position of the radiating and receiving system. It is usually assumed that the
illumination and scattered waves are planar, and that the scattering process consists of
changing amplitude and phase (or propagation time) of the plane wave. This
assumption can be satisfied if the inhomogeneity is large and weak [12, 50]. A
different situation is considered in diffraction tomography, when we have a set of
angles measuring diffracted signals for many fixed-illuminating source position [130].
Thus, we can define the received-field distribution, characterizing the scattered field
for one fixed illumination angle, as one projection. The concept of projections is
especially convenient for inhomogeneities of large-wave dimensions, when the
scattered-signal spectrum is confined in a small interval of scattering angles, and the
small array aperture is enough for measurements. In this case, we can assume that the
array dimensions correspond to several Fresnel zones for the observed inhomogeneity.
From a physical point of view, we deal with one projection, despxte the fact that the
aperture dimensions allow for reconstructing a two-dimensional inhomogeneity
distribution by focusing the measured signal, but the longitudinal resolution is small.
The obtained pseudo-image is the so-called "shadow" image. It is similar to a single
projection in the tomographic method, but at the same time this image contains
information on the longitudinal structure of inhomogeneity. Further we shall refer to
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it as a one-view image. In previous papers (see, for example, [75]), the properties cf
such images were investigated and certain methods of spatial filtration of direct-
illuminating signals were developed.

For more complete reconstruction of two-dimensional horizontal distributions
of inhomogeneities. the simultaneous processing of projcctions or pseudo-images,
measured at different illumination angles can be used. This allows for obtaining a
more complete reconstruction of the shape of the inhumogeneity, even if only a few
projections are available. It should be mentioned that this scheme is similar to the
principle of human eyesight, i.e., to the binocular system, consisting of two lenses at
a small angle from each other. The investigation of multi-view image characteristics
will be considered in the next subsection. Here we analyze one-view images. In
particular, we study the influence of waveguide propagation conditions on the
forination of acoustic images in the ocean.

We can use the analogy between image formation by lenses and antennae in the
Fresnel zone. In addition to that, we assume that the observed rigid inclusion of the
horizontal and vertical dimensions, L and d, respectively, is situated in the waveguide
between the source and the receiving system represented by horizontal and vertical
arrays of hydrophones. The displacement velocity potential, u(R), in the region of
observation, R(x,y.z), is determined from the Helmholtz-Kirchhoff equation [8, 34]:

Ju(R dG(R R
(s | 280k rywr ) "-)}d& u(h), (4.56)
47ts on on

where u,(R) is the displacement velocity potential of the direct-illumination field, »
is the outer normal on the inhomogeneity surface §, and G(R_,R) is the Green's

function of the unperturbed medium. The problem consists of the reconstruction of
the inhomogeneity’s location and shape by the reconstruction of the spatial distribution
of secondary sources, ou(R )/on and u(R ), from the field, u(R), measured on the array
aperture, M(y,=) (see Fig. 4.11). The measurements are carried out in the presence of
noise.

As follows from Eq. (4.56), the problem of acoustic vision is the inverse
scattering problem (ISP), because the integral equation with the known right-hand side
should be solved with respect to the spatial distribution of secondary sources on the
surface S of unknown shape. From this point of view, the problem of vision is a
particular problem of ISP. ISP, itself, is the more general and complex problem of the
reconstruction of both the internal structure and physical characteristics of
inhomogeneities. On the other hand, the aim of vision is to create images of
investigated objects convenient for visual observation.
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- vision system and measurement geometry
(Adaptecl from [3 41y

For further analysis of imaging in oceanic waveguides, some approximations,
which lead to problem simplification, are necessary. Let us assume that
inhomogeneity is located far enough from waveguide surfaces, so that multiple
scattering can be neglected. In addition to that, we assume that: 1) the horizontal
dimension of the inhomogeneity is large compared to a wavelength (i.e., L»}, where i
is the wavelength of the illuminating source); 2) narrow-angle scattering takes place;
and 3) the distances between source, inhomogeneity, and receiver are large with
respect to the waveguide thickness. In this case, Eq. (4.56) can be rewritten in the
simplified form [34]:

o(E.. n)

wR)- - f [oEm—S"—GERORME dn = u(k), (4.57)

where o(£,n) is a part of plane limited by the line dividing the light and dark sides of
the inhomogeneity situated at the point ( x;y;,z;), wherex, is the distance from the

source and a-x; - from the receiver (see Fig. 4.11). Further, we use the modal

representation of the acoustic field in an oceanic waveguide [8]. Thus, we get the
expression for the incident field and the Green’s function:

~ ﬂ{ )l
u(xpz) = Z;Aotpn(zw,,(-,) exp fiz—

V

(4.58)
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x expli(a-x, )k,

i P ], 4.59)

where A is a number of propagating waveguide modes and «, and ¢, are the
horizontal modal wavenumbers and the vertical modal eigenfunctions, respectively.
The distances included in the exponential terms are represented by a Taylor expansion,
including the second-order components; so that we take into account the sphericity of
the incident and scattered fields, and .4,is a constant determined by the power of the
source.

Combining Egs. (4.58), (4.59), and (4.57), we obtain thc integral equation with
respect to the unknown location and shape of irhomogeneity. For an arbitrary
inhomogeneity shape, determined by o, the verticai and horizontal coordinates, (£,
in L.q. (4.57) are interrelated, complicating the analysis. Because these dependencies
contain different physical information, it is convenient to investigate them separately.
In the vertical direction only, trapped waveguide modes take part in the scattering at
large distances. and that causes a transformation of the modal spectrum {28]. [n the
horizontal direction, the diffraction of each mode on the inhomogeneity is analogous
to diffraction in f{rec space. For simplification of the anali'sis, we assume that a
separation of coordinates is possible for the given inhomogeneity shape,
o(E.n)-LM) 7(&). Then, taking Eqs. (4.58) and (4.59) into account, we can arrive at the
following form of integral cquation (4.57):

- (_) . ‘ N 2 p . ]
ll(a.y._—“) ) 1 {p" ” ‘p" T T b‘\p[i(r()l(n_—)} ) ')24 m\ (()Z ﬁ’i)_—__’i_ X

a \/,“ : \ 4 25wz nel /K"Kmt‘ s
(4.60)
) Y,
x CXp[l(Kan“KM(G .'\(.") n -)( )] -[L(n)exp[ (_"('1+1’Km) l]]d"] :
S r ]
where
N 2 VZ )'2
r(l S at—, rt - Xyt : ’ ‘S.:x}:"— 3
2 © Xa-xy) xg
and
7}Lm=fT(§)(P,.(é*Sz) TN(SERT: (4.61)

The first term on the right-hand side of Eq. (4.60) represcnts the incident field in the
-observed region in the modal representation. The second term corresponds to the
Scattered field. Let us consider Eq. (4.60) from the poirt of view of the image
reconstruction fromi the field distribution measured on the aperture, A7(v.z). First, we
examinie th 2 pos.dbilitics of *1 o inhomogeneity's vertizel di=tribution. As follows from
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Lq (4.60), the scattering in the vertical direction consists in the modal spectrum
transformation, which is detined by the matrix component in Eq. (4.61). If the vertical
inhomogeneity dimension, d, is small, then thz characteristic scale of the waveguide-
field fluctuations is much larger than 4. Then, the modal vertical functicns for the
isovelocity waveguide can be written as:

W, 'Wn:)

p,(c) = sinlg, =) = Elfl(e e

Defining the function

. i p . ly,2q,)
Ty = = [ T(&)e 59 g,
zn_fm @ :

we obtain the expression for the matrix 7, -

o= :Nr

nm 2 n+m - I

mml ’

(4.62)

The spatial filtration of waveguide modes in the scattering process can be described
(as in free space) by the convolution of the "input” discrete-mcde spectrum and the
modal filter 7, determined by Eq. (4.61):

nm?

14>

(=]
ST

P, = -2 = (T, - T, )L, (4.63)

n

where
L, = ixnfL(n)expt--i{ &K"+-Z'Km) nldn .
J s' o ]

If the waveguide surfacss are removed to intinity. Eq. (4.63) transforms into the
convolution integral, corresponding to the spatial filtration i1 the free space. As seen
from Eq. (4.63), estimating the vertical structure ol the inhomogeneity is possible, if
we solve Eq. (4.63) by the deconvolution method. However, a priori information
about the incident-field modal spectrum and the measured modal spectrum of the
scattered field is required. As an example, let us consider the situation when the
inhomogeneity is illuminated by a single mode and the scattered field consists of many
modes, which can be resolved by a measuring system. In this case, the envelope
function of the modal spectrum represents the scattaring directional pattern, which
permits estimating the vertical dimension of the inhomogeneity by the inverse Fourier
transform. However, it should be mentioned that sucn a way of reconstruction
generally requires a waveguide-mode selecticn. This could be done by the use of
vertical arrays, time strobing or other methods. These methods are associated with

118



both techinical difficulties and complex processing algorithms [30, ¢61.

Here, we only details the reconstruction of images based on information on
horizontal distributions of inhomogeneities. As follows from Eq. (4.60), for the given
indices, \n,m), the field distnbuticn along the receiving aperture is the Fresnel
transform of an unknown function, which determines the inhomogeneity shape in the
horizontal plane. in the transfer direction. The muiti-mode structure reveals itself in
additional interference modulation within the observed region, because ot the mode
summation. In Refs. [23, 29], the conditions for which the interference-modulation
spatial spectruin and the spatial spectrum corresponding to the inhomogeneity
influence differ substantially are obtained; that is,

4 1
__1[_’.'9. 2 = ..E. N AK =lk —K_l s (464)
AKU Y L

where r,-a-x; and (x ) denotes the average value of the modal wavernmber. For fixed
parameters of the waveguide and the inhomogeneities, the distance of observation, r,.
plays an important role. Thus, for - »#, where 7, is the distance at which the

()’ ]
condition imposed by Eg. (4.64) is sat!sﬁed, the frequency of the interference
modulation is higher thar the frequency of the modulation caused bv the

inhomogeneity; and, for « «# , it is less than the "useful” variations. This provides
geneity, 0Py P

easy filtration of two effects. However, when Eq. (4.64) is satisfied, the interference
modulation may be filtered only by using a priori information about waveguide and
inhomngencity parameters. Thus, the image of the inhomogeneity, reconstructed
without taking the modal structure into account, may be significantly altered. At the
distances satisfying condition (4.64), the inages corresponding to different modes
superpose making the resulting image interpretation rather difficult. At large
distances, inkomogeneity images are multiplied.
Let us consider an example of the case when only one mode is present and n=m,

To this end, we may assume that mode seicction is carried out, or one rnode is
differentiated as a result of dissipation loss in waveguide propagation, or the mode
interference component is filtered within the imaging process [76]. In the one-mode
approximation, Eq. (4.60) is equivalent to:

2

=X, T x Dox X'l '
u(uys,) = S,e ¥ - S,e = f Lne ( ) dn, (4.65)
where

S, - A2 e ) rK,) ”“exp[l(atc ——)]
n]
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A, ; 2, -2 .
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Assuming that y, = 0, we obtain the expression for the second term in Eq. (4.65):

, 2
second term=S, jl(ﬂ)‘-"pl _]fvﬂ\ 2(; -X )H:m
¥

This is the Fresnel integral where the exponential functions represent the complete
orthonormal basis [133]. This fact helps in obtaining the solution of integral equation
(4.65) with respect to L(n). using the property of the Fresnel-basis orthonormality. To
do this, it is necessary to multiply both sides of the equation by the factor
expli(k,v sina-x,v*/R)], where {a R| are the polar coordinates of the point (1), and to
integrate the expression over the whole region where the Fresnel functions are defined.
Then, on the lett-hand side of Eq. (4.65), we obtain the Fresnel transform of the field
measured by an infinite aperture. The right-hand side contains two images: the point-
illuminating source image for «"=0 and R"-2¢ (the first term) and the image L{u.r ",

determined for R=2{u -x;). However, it is a formal solution, because, in reality, we deal

with finite apertures in experiments. Defining this apcrture by the funciion Af(v ), we
multiply boih sides of Eq. (4.65) by My )expli(k,v, sina-k,v. ?/R)} and integrate it within
infinite limits. Then, on the left-hand side, we obtain the function @ ;«.R}, which

determines the algorithm for image reconstruction using the measured data. Two
terms on the right-hand side of Eq. (4.65) can be writien as:

] ‘ . l ] - = (
right-hand side =S FF a,(-————- -S {LOF a—ﬂ,e" dy, 4,66
/4 ol o 5 R)) n£(n),,t > | (4.66)
where e2—— -1 isa parameter of vision-system focusing, smu «a, and 7 is the
2Aa-x,) R

pulse-transient characteristic of reconsiruction sysiem, i.e., the image of a4 primary o
secondary point source:

F (a,R) = fM(yA) exp {'uc,l [—n—ﬂx]yA I} dy,. (4.67)
e r

It is known from the theory of image-reconstruction systems (for example, for optical
systems) that the quality of imaging is characterized by the pulse-transient function.
For some cases, this function appears to be independent of the point-source positicn
within a vision area. However, in acoustical applications this does not occur because
the image of a discrete, point-scattering object essentially depends on point location
within the vision area. As seen from Eq. (4.67), this dependence is very propaneced,
when the observation point moves out of the possible measurement area. For the
rectangular aperture, when
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and, for £=0 (for a focused image), F (a.a-x,)=Dsinc(x,aD), and the transverse
resolution (along the y-axis) can be characterized by Ay =A(a-x,)/2D. The point-source
image is much wider in the longitudinal direction: Ax is approximately S to 10 times
Ay. Better estimates can be obtained directly from the Fresnel integral. As an
observed object moves away, the separate resolution elements extend along the x -axis.
As follows from Eq. (4.66), the structure of the point-source image determines the
number of indcpendent resolution elements in the final object image.

In Fig. 4.12, the images of two point sources at different angles and distances,
a-x. =D, D=30%, relative to receiving array are shown. It can be seen that the image

of the distant source is displayed in the observation area as a quasi-uniform
background. This is caused by the finite dimensions of the antenna aperture and,
therefore, by weak focusing of the field from distant sources. It should be noted that
the number of independent image elements is determined not only by the size of the
point-source image, but also by the limited area of vision. This circumstance is
stipulated by an inapplicability of the Fresnel approximation near the antenna and the
resolution decrease at large distances and large displacements along the x-axis. As
follows from Eq. (4.56), the receiving system registers both the scattered field,
characterizing the observed inhomogeneities, and the direct-illumination ficld. The
first term in Eq. (4.56) defines the source image. Once again, if the source is far
enough from the receiver, then its image occupies the whole vision area. As
mentioned before, the strong direct signal fluctuations mask inhomogeneity images.
In addition to that, the presence of a strong direct signal leads to a decrease of dynamic
range in signal registration. To overcome these difficulties and suppress the direct-
iilumination field, the Dark Field Method has been developed by an analogy with the
optic case [75 76]. This method is based on the essential separation of scattered and
direct-signal spatial spectra, which arises from the differences in distances from
receiving system. There are two ditferent ways to accomplish the Dark Field Method.
In the first case, the focused signals of two adjacent receivers are subtracted and

T

multnphed by a cettain mask. Then, the resultmg spatsal componcnts are ﬁltered [76]
The second way is based on the spatial fiitration of the Fresnel images by
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two-dimensional filters, adjusted to the illumination-source image [76]. Both incthods
require a priori information about the illumination-source location. However, the
second way may be more effective in complex, non-stationary media because the filter
can be constructed by using the empirical data in the absence of inhomogeneities.

Fioure d. 13 fmage of an ziiummanmz murce and SCdﬁ&i‘{I (a} wﬂfmm fﬂtermg} (23} &fter
“Dltering: (Adapted frome 1791 -

An example of the diffracted signal filtering from the high-levet illumination
background, when the illumination sigial is about 15 dB higher than the diffracted
one, is given in Fig. 4.13 [79]. Figure 4.13b shows the scatterer image, obtained by
using the two-dimensional spatial spectrum filter, 6(&, ENERA “(s,,i ), ', where I'%¢.¢)

is the source spectrum, and ¢ and ¢ are spatial frequencies. In the presented

exampie, the dimensions of the aperture are about 1en Fresnel zones of the illumination
source.

Reference [76] describes the application of this method to the image
reconstruction of a vertical steel rod in a water layer. The interference of waveguide
modes in these experiments resulted in a strong distortion of the source image in the
observation area. This led to the almost complete masking of the steel rod image. The

~ Figure 4.14, Images ofa Greek letter T1(a) am:i'the' transverse rectangle (B) rez’:ansin’;ﬁéﬁ from
one pmjecneﬁ with the direct illumination field suppressed. Figure iilustrates pmbiems wu:h
- ohe-view image reconstruction. (Adapted from [34]) .
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spatia! filter, designed by an inversion of the illumination source-amplitude spectrum.
taking moda! interference into acconnt. was uged to localize the rod. As seen from the
analysis of different kinds of one-view images, a significant portion of information
may be lost for compiex spatial distributions that ieads to some uncertainty in the
estimation of the observed objects shape and location. To illustrate this fact. images
of a Greek letter, IT, and a rectangle, extended in the transverse direction, v, of the
same dimensions along the y-axis are given in Fig. 4.14 [34].

Numerical simulations show that an adequate interpretation of various objects
from one-view images is difficult. Recently, tomographic metheds providing the most
complete reconstruction of spatial distributions of inhomogeneities by the
simultanecus processing of projections at different angles have been developed.
[However, the consequent measurements of signals in the ocean at many angles is a
long-termed process, which is not effective for non-stationary inhomogeneity
observations. On the otker hand, the design of schemes of simultaneous measurements
at different angles is very expensive. Apparently, a possible solution is an application
of scanty-vicw schemes, which allow for the partial resolution of this praoblem.
Additionaily. when waveguide influences become sigrificant, it is impoitant {o
maintair illumination sources and receiving arrays in the most effective aspects with
respect (o natural ocean-waveguide conditions. However, it is necessary to take into
account technical and other difficulties arising in the design of remote acoustic-vision
systems. The use of long horizontal antennas of continuous aperture, measuring imany
Fresnei zones, appears to be less effective than the use of arrays of sparse acoustic
recel vers.

Soime vision schemes, based on sparse transducer arrays and used in the scheme
of reconstruction from two projections (i.e., a "binocular scheme") are discussed in the
next subsections. it is also necessary to pay attention to the influence of waveguide
conditions on vertical receiver locations. In papers {46, 130] differential diagnostics
methods have been proposed for the reconstruction of inhomogeneity spatial structures
by vertical radiating and receiving arrays. In this way, an optimal receiving-system
disposition provides for matcined radiation and reception of waveguide modes
significantly separated in the modal spectrum. The general problem of the
optimizaton of source and receiver locations in the acoustic-vision scheme is
considered in [133], where the translation characteristics of inhomogeneous media are
introduced and special optimization algorithms are discussed.

4.5.2 Binocular Scheme of Acoustic Vision

Reiurning to the consideration of scanty-view schemes, we shall assume that
one-mode propagation can take place. However, in distinction from the previous case,
we will consider the imaging of inhomogeneities by a finitec number of sparscly located
reccivers. Refore the analysis of the binocular scheme, consisting ol two remote
arrays, we consider briefly the one-view reconstruction by a discrete array. The
aperture tunction Af(y ) for a finite number, N, of receivers can be written as:



N
My = Y Adnd y I, (4.68)
r-l )

where
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and D is the array length.
[ e,

T T - 3 § s
Figure 4:15. Images of an illumination source (dashed line) and a
scatterer in the plane of the scatterer: (a) before filtering: (h) and (c)
. after filtering. (Ada;:ted from [’36 e .

It is well-known that the use of ﬁmte-snze arrays results in the multiplication of

images [76]. Figure 4.15a shows the resulting multiplied images of the point scatterer
and the point-illumination source in the area of scatterer localization. The received
signal was processed by focusing the source image and leaving the scatterer image
unfocused. Substituting Eq. (4.68) into Eq. (4.67), we obtain the focused-multiplied
image of the illuminating source in the focusing piane of the illumination source:

P(xy)~ sm[N%‘i) ( k;:) ,

where a is the distance between the source and receiver, and k=2n/i.
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For direct-signal suppression, a filter enclosing the main and two adjacent
maxima of each source image was used. Then. the obtained «ignal was focused into
each point of the vision area (Fig. 4.15 b). Besides thai, more effective {iltration can
be achicved, wien the matched-filter muitiplier is ¢ sinthrd’2). Suppressing the
spectral harmonics, =N, we obtain a pure scattered signal (Fig. 4.15¢). The vision area
of such a sysiem is limited by the nuinber of receiving elements. In the considered
case, the number of individual eiements of the image in the transverse direction (along

62 10 s T . *,

7.5 yokm 15 .78

| Figure 4.16. Image reconsirtction by two 8-clement arrays of length squal to 10 separated by
; 800 before (ay and after (b) filtering. Binoculat tomographic reconstruction scheme.
(Adapted fron {790,

the v-axis)is of oider & [)/d. Apparently, these simplified schemes aie useful for the
observations of small ohjects. To determine the true location of observed object by
using the same receiving system, one may get a set of images for different illumination
frequencies. The true image in obiained patterns keeps the same location. By
summing the received images from different frequencies, we can get the true object
location. The resolution in the longitudinal direction is limited both by the dunensions
of the region of measurements, as for the continuous aperture, and by the
multiplication effect. As it was mentioned before, tt is necessary to increase the
receiving aperture dimensions to increase the spatial resolution in the longitudinal
direction (aiong the x-axis). This is difficult to design for practical purposes.
However, one can avoid these difficulties by using a receiving system consisting of
two remote antennes. Then, the vision is carried out from two direciions that can
. provide some advantages, for example, an increase of longitudinai resolution.
~ According to Egs. (4.66)-{(4.68), images, reconstructed by each array, are similar to
. those shown in Fig. 4.15, and the resulting image may be obiained by coherent or
incoherent summation of these images. As a result of coherent summation, the
obtained sicnal is medulated by the interference compenent, characterized by different



spatial periods for different distances from the antennas. In particuiar. the spatial
frequency of modulation decreases as the distance {rom ooservation area to receiving
arrays increases. Moreover, the modulatton frequency increases with the angular
displacement augmentation. I certain cases such spatial modulation allows for the
determination of the distance from the scattering inhomogeneity, but this requires
either observations at several frequencies or the presence of moving inhomogeneities.
Let us examine closely the inconerent summation of images [34 79]. This type
of processing may be used, when the SIgnals from each recciving region arce
incoherent. Ifthe distance between the receiving arrays is large encugh (more thm the
interval of coherence depending on randomly distributed inhomogeneities in the
ocean), then interference modulation is not present in images. As it is shown in Fig.
4,164, the unfiltered-illumination signal macks the image of the point scatterer almost
completely, and, after the filtratior, the scattercr is clea iy seen (Fig. 4.16b). Only one
of the multiplied images of small spatial resoiutior. is shown in Fig. 4.16. The
resolution 15 low because small arrays (i e., D~ 102) were used. Lach separate array
does not allow determination of the distance from the inhomogeneity and i
configuration in the given vision area. A system of two arrays can solve this problem.
The accuracy of distance determination depends rather or. the mutual orientation of
arrays than on the array lengths. In this case, the spatial resolution: is determined by
vertical and horizontal projections of array direction patterns into the given vision area.
Spectral filtration of the illumination source may cause a distortion of the images.
because the low frequencies in the inhomogeneity spectruin are also suppressed.
Figure 4.17 shows the binocular image of the rectangie, extendced in the transverse
direction. Oniy the edges of the ractangle are visible, because these regions are formed
by the high-frequency component of the spatial spectrum. which was not suppressed
by the filtration.

Figure 4.17. Filtered image of the transverse 933&2'

f o
‘vectangle reconstructed from two: pro;ectmns '. o 3% "i’Wﬁ“;j as
(Adapted from [791y oo 0.1 v, m e

The presented consideration has shown thot the recounstruction of the spatial
distribution of inhomogeneities by using sparse-element arrays and a few angles of
observations may be carried out effectively oniy in certain sitvations. Apparently, it
is possible to observe spatially localized inhemogeneities moving in the vision area.
The reconstruction of complex-shaped objects or the spatial distribution of several
objects requires a registration of a large amcunt of data. To this end, in the next
subsection we shall consider (he possibilities of acoustic imaging by a comnon
processing of a few images at various obscrvatien angles, i.e., mudti-view images.
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4.5.3 Multi-View Images

Contrary to the binocular scheme, in which the images were formed for only
one iliurminating source, we ncw consider schemes where the iflumination and
receiving angies will be changed simultaneously with the same step-size in opposite
directions, and the receiving-array, bearing-angle shitt at the same pitch in opposite
directions. For observation of stationary distributions, the subsequent measurements
of partial images at cach anguiar view may be carried out [34]. In the opposite case,
simulianeous measurements are required. As mentioned, the resulting image may be
obtained by both coherent and incoherent summation of scparate projections.
Coherent summation is asscciated with interference effects, which can essentially
distort the observed object image. Furtherinore, processing in this manner aliows
sumination with correcting complex weight coefficients, which may improve the
image quality. In the presence of randomly distributed inhomogeneities, it is
convenient to carry out incoherent summation to reduce speckle-noise. Figuie 4.18
chows a muiti-view image of a rectangle as a result of coherent (a) and incoherent (b)
summation of twelve partial images, reconstructed at various angles equidistant within
the interval from 0 to 96 degrecs. First, we carn see that the coherent summation gives
a significant interference structure, which masks the image of the reciangle. The
interference structure §s causced by the anisotropic shape of the scattcrer.

ST
i (2

4

84

Figure 4.18. Filiercd multi-view iraage of the horizontal rectangle as a result of coliererit (a)
and incoherent (b) summation of 12 projections. (Adapted from {791) .~ :

Censequently, the two images, corresponding tc observations from the longer sides of
the rectangle, interiere as in the binocular scheme. Secondly, spatial interference of
the resulting image is caused by a complex structure of each separate projectior. And,
finally, the interference from numerous separate image details of approximately equal
brightness produces the speckle-notse [8]. This is well known nat only in acoustics
but also in optical reconstruction by the laser light. These phenomena can be taken
inio account in the development of the special methods of acoustic vision, in
particular, in ultrasonic iedical diagnostics. However, in certain cases, when an
estimate of the average distribution of inhomogeneities is required or when partial
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images arc incoherent due to the influence of random inhomogeneities. incoherent
summation should be carried out (as in Fig. 4.18b). In this case, there are no
interference structures in the resulting image, so the image looks smoother. Howaver,
one loses the opportunity for ccherent processing of signais.

10 My s e o : prre 1

Figure 4.19. Multi-view image of the point source reconstructed from 12 projections when the
source is situated at the cetiter (a) and fear the edge (b of (hé vision area. (Adapted from -

[34])

It is also important to examine the characteristics usually used for the
description of image quality, namely, the spatial resolution and the array-formed shape
of vision area [34]. As seen from Eqs. (4.65) - (4.67), Fresnel images arc ron-
isoplanar, i.e., spatial resolution depends sigaificantly on the scatterer disposition

10

i

140 e
Figure 4.20. Coherent (a) aﬁ_d itzcﬁhérént {b) mulii-view images of the Greek letter 11 _ ' _
reconstructed from 32 projections. (Adapted from [34].)

within the vision area. In multi-view imaging, the best resolution appears in the arez
center (Fig. 4.19a) because all partial images of the puint source are identical. An
individual element of resolution becomes spread out and decrezses in its amplitude as
it is displaced from the center of formed vision area (Fig. 4.19b). This accurs because,
for several angles, the observation point is located at greater distances. so that its
image is elongated in the direction of the corresponding array. Thus, the resulting
image becomes spread out in space. Numerical simulation has shcwn that, for the
multi-view system of reconstruction in the Fresnel zone, the optima' vision. aten is a
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circle of the radius 0.75a with the center in the point (0.54,0). The multi-view images
of the Greek letter IT are given in Fig. 4.20 for coherent (a) and incoherent (b)
summation of images at 32 observation angles, equidistantly distributed within the
interval from 0 to 180 degrees.

In the considered example, the image of the self-illuminating object is
calculated. This allows the possibility to investigate Fresnel image reconstruction
without reference to the problem of the direct-illumination field suppression. It can
be seen that information about the source spatial distribution is augmented by
incoherent summation. In coherent summation, one of the lines forming the ietter is
barely visible. This effect is evidently caused by the interference because it disappears
with a shift of the letter with respect to the center of observation area. A comparison
of two images shows that, in the case of incoherent summation, the noise appears in
the form of some averaged "halo", which may be removed by low-frequency filter.
For the other case, when partial images are summed coherently, the interference
speckle-noise appears. This noise has wide a spatial spectrum that makes the filtration
difticult.

4.5.4 Experimental Reconstruction of Scanty-View Images by Physical
Modeling

For verification of acoustic-image-reconstruction algorithms, an ultrasonic
experiment was designed [76]. It allowed for laboratory modeling of propagation and
scattering of acoustic signals in oceanic waveguides. The system of modeling
measurements includes a homogencous water layer 3 cm thick and a sound speed of

. Fisure4.21. A scheme of the modeling expesiment. | - pulse penerator, 7 - power amplifier, 3°
_ - pulse source, 4 - an observation object, 3 - & moving receiver, 6 - an amplifier, 7 - a filter, § -
a computer. (Adapted from 179]) e ' . . i

1485 m/s overlaying a rubber bottom. A piezoceramic source having a hurizontal
directional pattern allowed for the avoidance of reflection from the basin wails. Quasi-
harmonic pulsed signals of the duration of 300 micro-seconds at the frequencies of 140
kHz and 512 klHz were used  Because of strong losses in the rubber bottom, only a
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tew modes were propagated. The received signals were recorded by two quadrature
channels for later processing and image reconstruction by a computer system (see Fig.
4.21). An inhomogeneity in the form of a vertically positioned steel cylinder of
diameter 0.25 cm was placed at a distance of 20 cin from the source. The field was
measured at a distance of 44.6 cm trom the source by scanning with the receiving
system. The length of the synthetic aperture was 28.6 cm. A distinctive feature of the
experimental set was the appreciable length or both the scattering inho.nogeneity and
the illumination source (with the horizontal dimensions of 7 cm).

Figure 4.22a shows the image of the cylinder, reconstructed from one
projection. Evidently, the image mainly represents the illuminating source Here the
waveguide modal interference is clearly depicted as vertical strips fuily masking the
image of the cylinder. The scatterer image after the spatial fiitration is given in Fig.
422b. The fiiter was inversely proportional to the amplitude spectrum of the
illumination and took the source geometry and modal interference into account. The
filter was formed from the experimental data in the absence of the cylinder. The image
after filtration allowed determination of the cylinder position. The cylinder
dimensions were less than a wavelength, so the reconstruction of the inhomogeneity
shape was practically impossible.

Flgure 422 An 9ﬁE~Vl€W ;mﬁge of the cyimd%r before (a} anei after {b) fiitwmg (ﬁdapﬁﬁd
from {7613

The possibilities of the multi-view reconstruction can be also investigated by
this laboratory experiment. In the experiment, we can assume the equivalency of the
situations when a source and a receiving array rotates around the inhomogeneity
situated in center and when the inhomogeneity itself rotates in the opposite direction.
Three scattering vertical cylinders with the diameters of 1, 2, and 3 cm can be mounted
on the mechanically rotatabie frame. The distances between them were 9, 5, and 6 cm.
The length of the array in this part of the experiment, synthesized by moving a receiver
at the depth = = 0.3 cm, was 36.5 cmi. The depth of the source was 1.7 cm. The results

of reconstruction of the inhomogeneity spatial distribution from 32 projections are
presented in Fig. 4.23. In the experiments, the inhomogeneity was located off the
center of the acoustic path, where x;=a/2, but closer to the antenna at ¢-x;=25 cm,
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a=152 cm. These parameters were taken into account in summation of partial images.
As shown in the images, significant interference distortions appear in the
reconstruction process, including the spatial-frequency range, where the useful signal
is present. This does not allow the suppression of the interference by simple methods.

In this section, the possibilities of the image reconstruction of large-scale
oceanic inhomogzneities by scanty-view systems, when the i(llumination and recepticn
have been carried out in the limired range of angles, have been investigated. The

features of the acoustic imaging in the Fresnel zone for multi-mode oceamc
waveguides have been analyzed. From the point of view of practical difficulties in the
design of acoustic-vision systems, particular attention was paid to systems consisting
of a few sparsely positioned hydrophones (the binocular system among them). The
analysis of the muiti-view systems has been fulfilled both theoretically (analytically
and numerically) and experimentally by physical medeling.

The viston problem is one from the more gencral set of scattering inverse
problems. The vision problem can be resolved by applying the tomographic methods.
In this chapter we have investigated only the problem of vision, i.e., the reconstruction
of the spatial distributions of secondary sources in terms of surface inhomogeneities
without reconstruction of their physical itternal structures. In this case, one can obtain
the information on inhomogeneity localization in the observation area and its shape.

The results can be summarized as follows. First, it has been shown that for
measurements by horizontal antennas (the lengths of which are more than a few
Fresnel zones for observed inclusions), the reconstruction of inhomogeneity
distributions are possible by consecutive angle scanning and focusing into each point
of the vision area. The spatial-resolution and vision-area bounds have been estimated.

Secondly, it has been shown that the Dark Field Method (in particular, in the
form of a posterior two-dimensional spatial filtration of the resulting image) is
required to improve image characteristics.

Thirdly, it has been found that the application of the binocular observation
scheme (consisting of two receiving arrays) leads to the improvement of image spatial

131



resolution in the longitudinal direction.

Fourthly, the limitations on thc spatial resofution and vision area dimensions
have been estimated for receiving arrayvs, consisting of a few scanty hydrophones.

Fifthly, the dependence of spatial resolution on coherent and incoherent
summation of projections with possible use of Dark Field Method has been studied for
multi-view schemes.

The cfficiency of image reconstruction methods has been examined by the
experimental image reconstruction. The experimental resulis have confirmed the
efficiency of the methods and algorithms used and have allowed for estimating their
applicability limits. Thus, the distortions of complex scatterer image (for example,
thrce steel cylinders) apparently appear due to diffraction on "strong" scatterers
(according to the classification used in [41]), for which muitiple scattering effects are
significant. The reconstruction of such inhomogeneities becomes substantially
complicated and requires the use, for example, of iterative algorithms [41]. Another
important causes of distortions are the interference structures, arising from the
scattering from random inhomogeneities and waveguide boundaries and from
waveguide modal interference. The reduction of random-inhomogeneity influence
may be attained by averaging of random data, if the spatial spectra of random
inhomogeneities and the signals of interest do not intersect. For the reduction of other
disturbances, @ priori information on oceanic waveguide and observed
inhomogeneities should be taken into account in signa! processing.

The analysis of possibilities for the reconstruction of vertical spatial-
inhomogeneity distribution reconstruction is of specific scientific interest. For the
illumination by low frequency sources (when propagation of only a few-modes
occurs), the reconstruction in the vertical direction is practically impossible. In the
case of high-frequency illumination (when the number of propagating waveguide
modes is high), vertical-distribution reconstruction is possible, but it requires the
special methods of matched filtration using both vertical arrays and vertical
iluminating systems. Examples of these methods, based on angular selection and
weight sorting by vertical radiating and receiving arrays, have been considered in {50].
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Chapter 5:
EMISSION OCEAN ACOUSTIC TOMOGRAPHY

The reconstruction of spatial distributions of ocean noise sources is a subject
of Emission Ocean Acoustic Tomography. Three typical methods of Emission
Tomography are described in this chapter. These methods have been developed for
reconstruction of natural ambient noise (for example, noise of wind-driven surface
waves) and man-made noise.

5.1 EMISSION OAT FOR LOW-FREQUENCY SOURCES

A method of acoustic diagnostics of the ocean using the low-frequency noise
fields is discussed in this section. The integral equations that relate the intensity of
the sound ficld to the spatial distribution of noise sources are obtained. A spectral
tomography scheme is considered, and its effectiveness is estimated. As an example,
the spatial distribution of ship noise is reconstructed on the basis of experimental data.

5.1.1 The Basic Idea of Emission Tomography

Various modifications of transmission tomography have been proposed for
remote acoustic diagnostics of the ocean (see, for example, (117, 12]). The need to
use a large number of active radiation systems situated at the boundaries of the
investigated region complicates the engineering of the such systems. Thus, the
development of tomographic methods using the characteristics of "ambient” noise
fields generated by processes of interaction between wind and the water surface
(dynamic noise), human engineering activity, and biological and seismic activities
may be very useful.

As a rule, the sources of ambient noise are distributed over the entire test range
of the ocean. Two types of tomography can be based on using the noise field: the
reconstruction of the spatial distribution of the parameters o noise sources themselves
(emission scheme) and a determination of the parameters of ocean medium, based on
a use of a priori information about the noise sources. We discuss here only the first
type of problems. The second type is a special case of methods previously discussed.
The effectiveness is estimated, and the feasibility of emission tomography is
demonstrated by using experimental data.

As an example, let us to consider a horizontally homogeneous layered ocean
with an arbitrary SSP. We assume that the field of noise-acoustic surface or volume
sources is slationary and quasi-homogeneous with respect to the horizontal
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coordinates; that is, /« R , where / and R, are the spatial scales of coherence and

horizontal synoptic fluctuations of the sources. We consider the sources as a certain
set of the effective secondary sources obtained by spatial averaging over an area of
radius R{/«R«R ). We assume that in the azimuthal direction the radiation patterns

of the primary (non-averaged) noise sources are isotropic. Thus, each secondary
source has a locally isotropic radiation pattern in the horizontal plane. Ignoring the
specific physical niechanism of noise generation, which is not important for Jater
discussions, we characterize the spatial distribution of the effective secondary sources
over the ocean region by the excitation coefficients P (r, /) of the normal modes of the

underwater waveguide, where n is the mode number, r=(x,y), x and y are the
horizontal coordinates, and £ is the sound frequency.

Processes of sound scattering by inhomogeneities along the propagation path
in the ocean change the energy spectrum of the modes |P, |, i.e., information about
the initial source may be lost. The intensity of noise at fiequency / is created mainly
by sources situated at distances smaller than or equal to R (/) -yi/)"' from the

reception point, where y(/) is the sound attenuation coefficient [104, 105). The
effective radius, R, of the "noisy" region of the ocean from the particular source

diminishes with increasing frequency. Calculations [106, 107] have shown that the
intensities, |P |?, remain practically unchanged under the influence of volume

inhomogeneities (e.g., internal waves) at distances of the order of R, for frequencies

above 100 Hz. Thus, and the influence of volume inhomogeneities on the noise field
can be neglected. It the noise is generated near the surface, the energy of the noise
field is mainly concentrated in modes that interact strongly with- the surface.
Accordingly, the attenuation associated with sound scattering by a rough surface must
be taken into account together with the attenuation y(/) [8, 106]. We assume that the
ocean waves are also quasi-homogeneous in this case. We consider the fluctuation
of the SSP under the influence of synoptic inhomogeneities to be insignificant, so we
can neglect its influence on the variation of the energy spectrum of noise-field modes.

Let us derive a relation between the noise intensity at frequency / and the
spatial distribution of the effective source power, {|P,|%), where (-} denotes statistical

averaging over the source ensemble. For the condition R » /¢ the result of a Fouricr

transform of the complex amplitude of the sound pressure of the noise field at an
arbitrary point of the ocean waveguide can be represented in an approximate form as:

MN P /
p(r,:J)=ffd 2,4 Z, q,”(_-J)_"(r ’fl)x

|r-r|?

x exp[—(-ixﬂnl_y)[r—r’] L f as-y,(r",. 1, (5.1)
l 2 2 d(r.r’)
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where - is the vertical coordinate, ¢,(z,/) is the nth mode vertical eigenfunction at
trequency f, N(/) 1s the number of propagating modes, «,(f) is the modal horizontal
wavenumber, y,(r, /) is the attenuation coefficiunt of mede # duc to sound scatering
by the rough surface, #(r,r ) is the ray joining points r and r’ ir: ihe horizontal plane, » "
is a current point on the ray €. The attenuation coefticients, 5 (r, /), in Eq. (5.1) arc
assumed to be independent on the orientation of the ray ¥ passing through the point

1"

r'. This requirement is valid, for example, for an isotropic sea state. (Other
conditions that would lead to the same situation are discussed in [91].) From Eq.
{5 1) we obtain the following expressions for the noise sound pressure and intensity
at the output of the ith receiving element, which is characterized by the mode-
excitation coefficients 4 (1, /) and the directivity function G (r, /) in the horizontai
plane:

N(/)

A SY = [ [ G L)Y AP irr i
e n=l

1

* exp -(—iK"+%y)|r,~r’|~% f a’Syn(r“,f)J, (5.2)

g,

and
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I, fy=Aptr N1A = ffffdzr @i Z AL A (8
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x (Pn‘r/’ f)Pm(r”’f)')I:r: -rl| 2::":_,'”! 261“‘ ’-f)(;/.(’ //’f‘x

. {
<exp[-ux,ir,-r “ -Kn!r,—r'}) - Ev(]rl—r’! —!r;r”l)--

N PPN B p
3 f dSy,(r.f) 5 dSy{r", Nl (5.3)
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Representing the effective sources in the horizontal plane by a set of
uncorrelated point sources with a vertical radiation pattern corresponding to the mode-
excitation coefficients, 7 [104], we can make the approximate substitution into Eq.
(5.3):
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In the ocean. as a rule. the horizontal scales of mode interference satisfy the inequality
{2z x, -k, «k, s0 that the interference terms & P expl-i(k,-«,)|r-r"|

nm z ” nom

with n+m do not cortribute to the total noise-field intensity /(r,, /) in Eq. (5.3). We,
therefore, obtain instead of Eg. (5.3):

»,\ 7f) -1 H)r,or Y

}rr

ir.f)= -“dzr’ G nt=- (5.4)

and

o', N)= 12(f>‘2 14,0 NP, )17 expl - [ dsy,(r'.N]. (5.5)

dir,r ')

The integral equation (5.4) is a consequence of the Van Cittert-Zernike theorem. An
unknown spatial-frequency distribution of the power of the noise sources and the
modal-excitation coefficients, |P |2, of the generated noise field can be determined

on the basis of Egs. (5.4) and (5.5) from measurements of the noise intensity. In
general, the implementation of emission tomography scheme requires a set of
receiving systems with different positions, r, and differently oriented horizontal and
vertical radiation patterns, |G (+',/)|? and 14,(;,/){*. The solution of Egs. (5.4) and
(5.5) for {|P,i® can be obtained on the basis of algorithms using standard

regularization schemes [108, 110]. In particular, the exponential Radon transfonn (by
analogy with Eq. (5.4)) has been inverted in [110] with allowance for a priori
information on the spatial distribution of the excitation coefficients. Censor, et al.,
[111] have analyzed a reconstruction algorithm that can be used to determined not
only the sources, but also the spatial distribution of the excitation coefficients. Sucn
an algorithm mabkes it possible, in principle, to determine the frequency dependence
of y(/) and y,(r, /) which can be then used 1o diagnuse the rough surface of the ocean

from the values of the coefficients y, [86].

5.1.2 Features of Emission Tomography

Let us now discuss an important consequence of integral equation (5.4) We
assume that sound-attenuation effects associated with scattering by ocean waves are
insignificant. We consider a receiving system situated at the point (x,)=(0,0). We
drop the subscript / for this system. We also assume thai (P,(r, /)i =R (/O (r), 30
that the function, Q(r, /), describing the power distribution of the noise scurces in the
two-dimensional space of horizontal coordinates and frequency, is factorable:

Qr. f)= QRS2 (r), (5.6)
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where

A
OLN NY, ADERL.

n=t

Using Eq. (5.6), we obtain from Eq. (5.4)

= _I_(_J:_)_ = T / / -¥( f)r, 3
H/) BYTE der g(r')e , (3.7)

3]

where

n

A’ [delGlr O C ),
H)

where x-r’cosg and v-r’'sing. It is evident from this result that, when the spectral
functions, O,/ and y(f), are known, the problem of reconstructing the noise
sources, g(r). is reducible to the spectral tomography scheme [108, 109]. The
function Q/) is determined from experimental data or from the theory of noise
generation.  If the receiving system has a sufficiently narrow radiation pattern,
|G(r,9)i*, then the spatial distribution ot the sources subtended by the radiation pattern
can approximately be assumed to be dependent only on the distance from receiver.
We can set :G{r.@)}* ~0d(p-y), where y is the angle, at which the axis of the radiation
pattern of receiving system <%(y) is oriented relative to the x-axis. Whereupon. we
arrive at g0 )=9 Q,(r,v). Consequently, the reconstruction of tae two-dimensional

field Q,(r) does not generally require a set of receiving systems with different
horizontal ccordinates »,. An analysis of the noise spectrum at one receiver makes it
possible to reconstruct the spatial distribution, Q,(r,v), along each ray, $(y), on the

basis of the solution of integral equation (5.7). The set of all one-dimensional
distributions cbtained for the family of rays &(y) (0<y«m) then gives the required field
Q).

Experimental data used in solving such problems are always approximate, so
that the values of the parameters reconstructed by emission tomography are also
approximate. The range of admissible deviations of the reconstructed values of the
parameters from their true values characterizes an cftectiveness of the particular
method. For the spectral tomography scheme we estimate the spatial-resolution scale,
which is used tc determine the possibie error in the source localization. Let us use a
spatial distribution model of the form g(r)=¢d(r-a). We obtain the following
expression for it from Eq. (5.7):
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NSy =aexpl-yi])a),
K(s)=1Qlgi(f) = 10log O (/)* 1Clogq-B(/)a,

where K(f) is the level of the noise field, R(/)-v(/)10log(e) is the attenvaticn
coefficient in dB/km. Let us denote (g,,4,) as the true values of the source parameters
of the source and (¢,,4,) as the reconstructed values. Let B (/) describe the true
sound attenuation, and let B, /) describe the estimated attenuation. In a certain
frequency inteival, f, </<f,, &f=f, f,, we investigate the levels of the sound field, X (/)
and K,(/), correspcnding to the quantities (¢,,4,,8,) and (g,,4,,8,). We introduce the
average value of noise-level measurement error & in the interval [/, ,}. The random

error of the measurement of the noise level at an individual trequency can be much
greater than 8. Consequently, the entire intervai I, /] should be used in estimating

the source parameters in the general case when no a priori information is available.
In this case, obviously, the difference between the exact value, K,(/), and the

measured value, K,(/), of the noise level satisfies the condition

£
JAE DKW <B/8 (5.9)

f,

If the attenuation is known exactly, B,(/)=p,(/) and q,=¢,, we obtain the
spatial-deviation scale on the basis of Eq. (5.9) and the caiculations in Eq. (5.8)

|

p ;
i omiesl L 2 ’
Aa=|a,-a,| =38 Af}(dfﬁl(f) ) (5.10)

It is evident from this equation that the scale Ao is determined by the frequency
dependence of the attenuation coefficient (/). There are several well-known
dependencies ior (/) [112] which are used to approximate diverse experimental data
on sound attenuation in the ccean. The scale Aa is plotted as a function of f, in Fig.
5.1 for Vadov's and Toetz's dependencies, which are encountered quite often. It
follows from calculations using the actuai error value 3: 0.5 dB that the spatial-
deviation scale, Aa, is greater than 100 km in the low-frequency range. The scale Aa
increases as the frequency f, decreases. Acoustic spectral tomography becomes
ineffective for f,<200 Hz, when the attenuation is determined by Toetz's equation.
The scale Aa does not change siginficantly, when the width of the frequency interval,
Af, is varied.

Equation (5.10) does not allow for the source localization error that resuits of
the error, +AB, in the determination of the coefficient pif). If g, - q,, we infer from

Eg. (5.9) that the domain of possible values of the source position, a,, for a
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Figure 5.1. Deviation of the estimawed source [ Aa. kim
tocation irom s true value as a function of the | !‘]
|
¥
f

183 f,=2f,
284 f2=5f,

upper {requency hmit for Vadov's (1,2) and
Toetz's (3,4) dependencies for the attenuation | 600
coefficient. (Adapted {rom [58])
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reconstructed value, a,, is determined by the condition
max[0,(1+B-F .| sa,s(1+B+F)a,, if B,=B,+Ap, or by the condition

max{0.01 -B-F )a.) -~ a, smax[0) - B+F )a,}, if B, =p,-Ap, where

I --(;\n):(:X[i/'ﬁf&_f)j"df'[31( 7).

h
F-|B-(ABAGSY 1(Aala,)]' .
The boundaries of the domain of possibie values of ¢, as a runction of the frequency f,

for an octave frequency band, 7, -2/, are piotted in Fig. 5.2. An analysis of the plots
shows that the error of the determination of source position increases consideraply

a,, km
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Boundarles
a upper
b lower

400

Figure 5.2. The boundaries of possible
estumated source location as a function of upper | 200 |--
frequency limit for Vadov’s (1,2) and Toetz’s
(3.9 dependencies for the attenuation
cocflicient for AB=310" di3/km and 6=0.5 di} v
and for (1 & 3) 4,#500 km, (2 & 4) a,=1000
km. (Adapted from [38])
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with increasing distance between the source and the recciver. Moreover, the
effectiveness of spectral tomography is also lowered for frequencies /, <100 Hz, when
the attenuation is described by Vadcev's equation.

Another parameter characterizing the effectiveness of spectral tomography is
the sensitivity of the miethod 1o the variations of source power. We infer from
condition Eq. (5.9) for «.-«, and [,{/)=p,(/) that 13jlogie,/q,)i <3, 1.e., the error of
reconstruction of the level of the sound field radiated by source cannot be smaller than
the average error of measurement of the noise level over the entire frequency interval.

Our estimates show that the scheme for acoustic spectral tomography of the
ocean is efficiently appiicable for the frequencies /,>100-200 Hz. To illustrate its
practical feasibility. we consider reconstruction of the spatial distribution of noise
sources on the basis of published experimental data of the measurements of the
low-frequency noise spectra {145]. Figure 5.3 shows the hydrological conditions of
the experiment. The sound channei made a smooth transition from a deep-ocean-type
channel (in the range interval x<qa = 1100 km) to a surface-duct channel. Hydrophones
A and ¢ were located at two stations in the horizontal plane on the axis of the sound
channel (i.e., (x-0,1-0) and (x-a,)-0), respectively). The spectral intensities / (/) and
1. 'y of the noise were measured at these two stations, and the resuits were averaged
over a long period of time (of the crder of 24 hours).

0 0 a x, km
/"' ¥ Ll —— -
_— O e il 3 2
i A Cc
21"\
A\
Figure 5.3. The bathymetry and range-dependent| 4 [ \ bottom
sound-speed profile for an experiment on the = ‘-‘".'JL A.C noise meas.
measurements of low-frequency neise spectra. z. km 1,2 S&Ps .
(Adapied from [58}.) ’ 3 sound charne! axis

The region x>¢ was characterized by heavy ship traffic. The noise was clearly
decisive in the frequency interval 10</<240 [145]. We shall assume below that the
noise fieids at the measurement stations, 4 and C, were produced eatirely by ship
noise. I can be readily estimated that the variation of the sound-speed profile (sce
Fig. 3.3) has an insignificant influence on the noise intensity at the points on the axis
of the sound channel [145]. We introduce the average spectrum. Q,(f), of noise
radiated by ocecan vessels within a large ucean region and within a long period of time.
We can then make an assumption that the spatially averaged source function, O+, /).
is approximately factorable (see Eq. (5.6)). For station 4 we determine the spatial
distribution of the source power, g(r) (r is the distance from station 4 to the noise
source in the horizontal plane), on the basis of the spectral tomography cquation, Eq.
(5.7), using the spectra /,(/) and (/) given in [145]. To find O () and test the
validity of the solution, it is necessary to know a priori the spatial distribution of
noise sources, ¢ (x,y). We choose a simple model in accordance with data in [145]:
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vy 0 for v<a and Q,(x5) 1 for x -«. Then we assume the model for the spatial
noise distribution: ¢()-0 for r<a and g(r)=2arccosia.ry tor ~»o. The measured
spectral intensit, at stationC is: /. -xQ)). We determine the spectrum (1 /)
from the last relation. whereupon we can then reconstruct the spatial distribution )
from the measured spectevim /,( /3. The reconstruction results are shown in Fig. 5.4,
The calculations are carried out in the interval 40</<200 Hz for the attenuation
described by Vadov's equation [144]. A program developed in [144] on the basis of
Tikhono's regularization method [86] for the solution of the Fredholm equations or’
the firsi kind for a set of non-negative numbers was used to solve Eq. (3.7)
namerically, A regularization parameter, o, was selected in the prcgram in
correspondence with the generalized residual thecorem [86]. A comparison of the
postutated and reconstructed distributions indicates fairly goed agreement between
them within ailowance for the deviation scale (sec, for example, Figs. 5.1 and 5.2).

1+ ar)

—

. -” — modeled

F e -—-reconstructed

| - l 1, km
0 1009 2000 3000

Figure 5.4. The model and reconstracted spatial distribution of noise sources for r,=400C kn
and u=6+10". (Adapted from [58))

The vrescnted spectral tomography scheme can be used to reconstruct the
spatial distribution ot iot nly ship noise, but also dynamic (ambient) noise. In fact,
at low frequencies ambient noise admits the factorization of Eq. (5.6) with the
function Q () (V(r)iV, ), where I1{r) is the velocity vector in the surface layer of the

atmosphere, I 1s a certain fixed value of the wind velociiy, and v 1s a power that

A
depends slightly on the trequency and wind velocity (1<v<3) [138]. Thus, the wind-
velocity field 1) can be reconstructed on the basis of Eq. (5.7).

52 MAXIMUM LIKELIHOOD ESTIMATION OF ’l'OMOGRAPHlC
SIGNAL POWER IN THE PRESENCE OF AN UNKNOWN NOISE
FIELD

The maximum likelihood estimation (MLE) of the parameters of noise signal,
emitted by an underwater noise source, from sensor-array data has received
considerable aitention in tomographic investigations. As a rule, MLE soiutions are
computationally expensive.  Generally, when a priori information about the
covariance matrix structure or about covariance components is available, the MLE
perforiance can be greatly improved by allowing the simpler implementations of the
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MLE scheme. This and closely related problems were investigated in {147,149, 151].

Problems of structured-covariance-MLE have been studied intensively.
Preblems of tomographic signal and noise power estimations have been considered
for different cases of structured covariance. The simple MLE of signal and noise
powers has also been derived for the case of low-rank signal and noise covariance
matrices, which have been known a priori except for scaling. The MLE of signal and
noise powers has also been obtained for cases of full-rank noise-covariance matrices
and arbitrary-rank signal-covariance matrices, which have been assumed to be known,
except for scaling.

However, in many practical situations an assumption of known, except for
scaling, noise-covariance matrix is unrealistic. Actually, in these situations sensor-
noise powers may be different and unknown, because of non-ideal antenna channels
and problems related to antenna calibration. Another reason of the presence of
unknown noise is the influence of acoustic reverberation. Reverberation generates the
external noise, which is usually uncerrelated between array sensors and has different
powers in each sensor due to medium inhomogeneities.

In many references the problem of signal-power estimaiion is discussed on the

asis of an assumption that the spatial-covariance matrix of the received signal is a
rank-one matrix and is known a priori except for scaling. Such an assumption
corresponds to the situation when the received signal has an g priori known waveftront
and is fully coherent within the array aperture. However, unlike earlier works, the
noise covariance matrix is assumed to be an unknown diagenal matrix. In other
words, the noise is assumed to be uncorrelated and to have Jdifferent unknown
variances in each array sensor. We have derived the simple Approximate M1LE
(AMLE) of the signal power assuming that the signal is weak and that the number of
recorded signal samples is large.

The variance of the derived estimator has been compared analytically with the
exact Cramer-Rao Limit (CRL) of this problem [136]. Such a comparison allows us
to prove that the AMLE asymptotically converges to the CRL for the majority of
practically important cases (not only in a weak-signal case). Furthermorz, in the case
of non-identical noise povwers, the statistical performance of the AMLE has been
compared with the statistical performance of the well-known Exact MLE, which is
based on matched-filter processing and is usually referred to as a conventional
beamformer.  The cignificantiy better performance of the AMLE has been
demonstrated. The analogy between these two estimators has also been considered.
This analogy enables one to generalize the AMLE for the case of well-scparaied,
weak, multiple sources with unknown locations and to consider this estimator as a
type of conventional beamformer for arbitrary and unknown noise powers. The
estimation errors of the AMLE have been compared with the CRL, by numecrical
simulations [139, 140]. Simulation resuits show that the root-mean-square ¢stimation
errors of the AMLE are very close to the CRL for a wide range of signal power and
for arbitrary difference between unknown sensor noise variances.
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53 TOMOGRAPHIC RECONSTRUCTION OF MOVING ACOUSTIC
NOISE SOURCES

Another type of tomographic investigation is related the connection of the
spaual distribution of noise sources and far-ficld reconstruction using the near-field
measurements [151-153].

At present so-called near-field methods are broadly used for the determination
of the antenna radiation patterns. Since the 1970's, a reliable technology based on
near-field methods has been developed for the measurement of microwave-antenna
characteristics. Both the radiator far field and the amplitude and piase distribution
of elementary sources along a radiator can be reconstructed with high accuracy by
processing the near-ficld data. Proceeding from the fact that the measurements are
made near a radiator, the main merits of near-field methods are the possibility using
decreased radiation power and the reduction of error components causcd by medinm
propagation and reverberation effects.

NF mcthods in acoustics have been developed for the measurements of
extended souna sources with a priori unknown spectrum (e.g.. for diagnostics of noise
radiation of cars, ships and so or). The final aim here are the reconstrucuon of
angular-averaged, intensity distributions i the far field and the identification of the
equivalent distribution of acoustic elementary sources along a radiator from measured
data.  Such ncar-field methods should be generalized as foliows:  Firstly,
reconstruction methods should te generalized for broadband-spectrum signals having
random natare. In this case the sccond-order statistical moments of acoustic field
depending on spatial coordinaies and frequency should be estimated. Sccondly, an
algorithm’s robustress against exteraal noise should be investigated, because, i many
cases, the acoustic signals of interest do not exceed the background level. Thirdly,
radiator motion and signal propagation {at least, boundary reflections) should be taken
INto account.

For low frequencies the most accessible measuiing system is a linear arrav. On
the other hand. there 1s a broad class of acoustic radiators essentially oblong alorg one
of coordinate axes that can be studied by using linear arrays. (Radiation from such
geometry sources may be described by a set of elementary sources on a segraent of
straight iine.) Investigation reveals that, in these cases, noise-source reconstruction
can be carried out correctly.

All the above mentioned conditions must be taken inte account for the use of
near-tfield methods for the determination of acoustic-radiator characteristics. The
theoretical part of the near-field method consists in a design of algorithms of
measurad data transformation and in a substantiation of their correction, whence the
requirements on receiving system can be formulated.

Proceeding from the random nature of the radiation field, we propose that the
signal processing procedure should be divided into four main steps. The first step is
the narrowband filtering of reccived signals. The second one is the execution of the
algerithin of the spatial processing: the transformation ol the array signal vector, p |

having passed through the narrowband filter into a vecter of ths momentary direction
pattern, d,, or into a vector of the momentary disiribution of discrete equivalent
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sources along radiator, m , for every time point j , and for every narrow frequency
band. Then,

d-f p. (5.11)
J 5
The matrix, f‘j, has been derived on the basis of two approximations: the high-

frequency approximation for solving appropriate integral equations (FIFA algorithm)
and the MLE with regularization (MLER algorithm).

The HFA algorithm had been originally developed for the measurement of
electromagnetic antenna characteristics, and then it has been modtfied for acoustic
applications [151]. The HFA algorithm is notable for simplicity of realization and
physical interpretation. It permits easy estimation of the influence of measuring
system parameters on the final result. For the HFA algorithm, the matrix f‘l does not

depend on time and is determined as

. -2 li, 0

where d, is the array spacing, ¢ is the average sound speed. The functions p(x,.8,)
and /(x,,9,) are determined only by the angle 6,, characterizing the directional pattern

in the far field and by the geomeiry of the mutual disposition of the receiving array
and the trajectory of the source motion.

This algcrithm is not optimum relative te the background noise and is basically
oriented for free-space propagation. These facts may !ead to an increase in the total
reconstruction error for measurements in inhomogeneous noisy media. As a result,
an optimum algorithm based on maximum likelihood principle {or the estimation of
acoustic-radiator characteristics from near-field measurements was considered. For
the realization of the MLER algorithm the linearization of maximum likelihood
equations for certain models of the signal and external noise covariance matrices is
used. For the MLER algorithm, the matrix has a form:

I,-0(G;G+eh'G], (5.13)

where the superscript + denotes conjugate transpose, G ; is the matrix of mapping the

equivalent sources into measured samples, when the propagation conditions can be
taken into account. The matrix  is the standard Fourier transform of the estimated m ;
into the momentary direction pattern. [he regularization procedure for the inversion
of the matrix G;éj indicates the presence of small eigenvalues in specttum of this
matrix. This allows for the impossibility of unbiased estimation of source
characteristics by numerical methods. The optimum value of the parameter can be
found from a priori known signal-noise ratio.

The third and fourth steps consist of the estimation of the second-order
statistical moments (averaged intensity structurc) by time averaging with weighting
coefficients and the compensation of externai noise:
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Dy = DO - 3 v, idy, D™ (5.14)

The introduction of the weighting coefficieats follows from the existence of angular
sectors of trustworthy reconstruction (Trustworthy Reconstruction Sector - TRS) of
direction pattern for the enrrent source locaticn relative to the array [151]. The
estimation error is much smaller in the TRS tnan outside of it. The y, calculation for

this procedure of the so-called "projection synthesis” is based on the determination
of the TRS for medel scurces.

Some components of the tetal error of radiator-characteristic reconstruction
have been investigated. As the main components of total error, the following factors
have been chosen and analyzed [152]):

a) The errors associated with different approximations for designing
reconstruction algorithms (e.g., an approximate solution of the integral
equation, radiator identification by a finite number of elementary sources,
finite dimensions of receiving system);

b) The error caused by external noise;

¢) The crror associated with a non-ideal receiving array transmission channel;

d) The error caused by the inaccurate estimation of the mutual disposition of
radiator and receiving array; and

e) The crror associated with inaccurate information about propagation
channel and its fluctuations.

The results of extensive numerical simulation and source-characteristic
reconstruction in natural experiments have shown that the estimates based on the
above-mentioned algorithms have a high degree of accuracy. Furthermore, the MLER
algorithm allows for adapting the signal processing to complex source structure and
propagation conditions. Besides being used for the investigation of noise &coustic
objects, the MLER algorithm can be developed for a broad range of applied problems
(for example, for estimation of hydrological and other ocean parameters, for acoustic
monitoring, in medicine diagnostics, etc.).



Chapter 6:

TOMOGRAPHIC RECONSTRUCTION OF OCEANIC
INHOMOGENEITIES BY USING PARTIALLY COHERENT
ACOUSTIC WAVES

6.1 COHERENT FIELD STRUCTURES OF NOISE SOURCES
IN OCEANIC WAVEGUIDES

Ccherent acoustic signals in the ocean fluctuate strongly in the space-time
domain due to the interference between sources, multiple propagation paths and
scattering from random boundary and volume inhomogeneities. These fluctuations
in space and time, which we may call spatial distortion and interference noise.
decrease the sensitivity and accuracy of measuring and imaging systems for
tomographic reconstruction.  Similar problems are well-known in optics and
ultrasonic imaging [83, 120, 123]. The interterence of partial waves, for example,
normal modes or rays, has high-frequency spatial and temporal variations. Taking
into account the complex multipaths of noise signals in inhomogeneous media for
spatial and temporal domains, the high-frequency interference structures can be
described statistically, it the number of partial waves is large enough.

To reduce interference noise and spatial distortions for the purpose of
improving high-accuracy tomographic measurements, different methods of averaging
and filtering can be used [104, 105]. Possibilities for accomplishing this task in
optical and ultrasonic imaging are provided by the use of parially conerent (PC)
sources [80, 161]. The use of PC acoustic waves for tomographic reconstruction of
inhomogencities tn oceanic waveguides has previously been introduced in the
litcrature [39, 80-82, 155, 161). The optimal elimination of illuminating-acoustic-
wave coherence consists of increasing the sizes and frequency bandwidths of noise
sources. This leads to the elimination of the interference noise and diffractive
distortions by allowing the possibility for space-time filtering.

In this chapter the investigation of space-time structures of PC acoustic waves
in oceanic waveguides is discussed from the point of view of recommendatiors for
the use of PC sources for tomographic reconstruction of oceanic inhomogeneities.

6.1.1 Partially Coherent Space-Time Waves in Oceanic Waveguides

Formulation of the basic concept. The physical probiem formulated in the chapter
introduction can be presented as a stochastic problem for the excitation of PC space-
time waves by spatially localized noise sources, g(p,o}, where p |20t {e.] is a given
point in the spatial distribution of the noise source in a layered refractive waveguide
with the SSP, ¢(=), and an angular frequency, w. (The geometry of the sroblem is
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shown in Fig. 6.1.) To formulate and solve the problem, physical imodels of spatially
localized noise sources, as well as models of layered waveguide, must be introducced.

# [Engl [1&4]

R=[x.y.2)=[F,2] i z

Figure 6.1. Geometry of the problem. (Adapted from [161].)

The particle velocity potential, o(R.1), where R-{xy.z|-|r.0] is a given point in
awaveguide, can be expressed as a sum of partial waves from each point clement cf
the noise source with the complex amplitude ¢ip.ovt:

OLR 1) j'j'/'f'(_/(p_m)c G (p R w)dpdo 6.1)

where G(p,R.w) is the Green's function for the inhomogeincous propagation medium.

Correlation analysis will be used for the description of stochastic waves under
the assumption that parameters of our probiem allow the use of the ergodic theorem.
We assume that the noise sources satisfy the hvpothesis of statisucal uniformness and
spectral purity. This meais that the space-time dependencies of the source function
are factorized. We also assume that source coherence ¢an he separated from mediwm
coherence because of the scale differences. The coherence function of the received
signal can be defined as:

VL) T ) <otR g (R 1.
Then, using Eq. (6.1) and above-mentioned assumptions, we arrive at:
REURE 'fu”‘[q/(pl'“’l)‘/ (poe T <Glp Ry w )G (p R0 )
*dp,dp,dw,dw, , (6.2)

where <> denotes an ensemble avereging for cither the sowce or ithe medium.
Further, we may also assume stationarity of the coherence function when it depends

only on a time difference t-1, 1.
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Noise Source Models. To continue a more detailed analysis of PC waves in the ocean,
we should specify source-function models, <g(p,.w)g (p,.»,)>. Appropriately chosen
source models can simplify considerably the coherence functicn in Eq. (6.2). It is
important that these models should be related to real noise sources, since such sources
may prove useful for acoustic probing of oceanic inhomogeneities. In some cases
nariowband spectral components, present in ship noise, can be singled out as quasi-
harmonic signals by a receiver [40, 138, 139).

Model A - Broadband Point Source. For model A, we use the noise-source function

given by g(p.w) A(p) Vel)d(p-p,). where g(w) is the energy spectrum of uncorrelated

spectral components and p, determines a location point of the source. The source
coherence function for this model becomes:

<q(p,.0,)7 "(p,.0,)> A(,:(p)é(p, Pg (0, )8(w, - ), (6.3)

where & denotes the Dirac delta-tunction. Using Eq. (6.3), the coherence function at
the receivers (Eq. (6.2)) can be represented by the following expression:

FLm=47p,) f 2() <G(p . R,,0)U (P R, 0)> ¢'dor. (6.4)

Model B - Narrowband Extended Source. The source-coherence function for Model

B can be expressed as

(6w,

W(P.»ml)‘] ‘(pg’w3)> =4 :\P|)-‘”/’C(P| ‘P:)g-)(wu)e A 6(('0| _0)2)s (65)

where 1%(p) determines the spatial form of the noise source, g(w,) specifies a
narrowband spectrum centered at the frequency o, and sinc x=sinx/x. Substituting Eq.

(6.5) into Eq. (6.2) and assuming that the spatial-cohetence scale is small, we obtain
the coherence function for the stationary case:

T,(0 = g o )e ™" fA Hp)G(p.R,,0,) G "(p.R,,0,))dp . (6.6)

Model C - Honizontally Moving Narrowband Point Source. Let model C be a

noncoherent, narrowband point source, which moves for a distance L along the 7 -axis
at a depth (,, and the receiver is a vertical array on the line R=[a,0] with
hydrophones at depths between =, and -, (see Fig. 6.1). If the averaging time of the
receiver is more than the characteristic time of motion, then the source function is:
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{w, -u,n)l

<‘7(P‘-,‘U‘)q ‘(p11w3)> =4 z(n) S(E:_O)ﬁ(g':;\))g\g(mu)e bo? 8((1)1 -wzla (67)

where 4°(n)=(1,n<L;0n>L). The coherence function is
o0 = gl )e ™ [A1m)iG.La7,00) G ‘(M Gyatzr0,)an. (6.8)

Let us note that we have chosen the noise-source models, so that in one case
(model A) the source is localized in space (point source), and in another case (model
B) it is localized in frequency domain (narrowband source). The final case (model
C) is a combination of models A and B, where the narrowband point source also
moves. The resulting coherence functions (Egs. (6.4), (6.6), and (6.38)) have similar
forms. They indicate the smoothing of the space-time interference structure of I' (1)
due to the influence of the source size, 4 %(p), and bandwidth, g(w).

Propagation in a Waveguide. Propagating signal in an inhomogeneous waveguide

can taks various paths (see Fig. 6.1). Such propagation can be represented as a sum
of the waveguide partiai waves:

v
Gip.Rw)=Y. G (p.Rw). (6.9
n=l

For example, such partial waves can be described by using the modal approximation

[8):
G (0. Rw)=¢,L)p,(=)e l”’""""'"ml( Ie—r |Kn )4, (6.10a)

where ¢, and #, denote vertical eigenfunctions and horizontal modal wavenumbers

of the unperturbed waveguide, respectively. We can also rewrite Eq. (6.9) by using
the ray approximation:

G (p.Rw)=a e, (6.10b)

where o, and S, are the amplitude and phase of a partia] ray, and % is the

wavenumber. It should be noted that both representations describe the real wave
field, so they can be transformed one into another [8].

6.1.2 Partially Coherent Structures of Acoustic Waves in a Waveguide
The substitution of Eq. (6.9) in either of its two forms (Eq. (6.10a) or (6.10b))

into Eq. (6.2) (or into the subsequent forms, Egs. (6.4), (6.6), or (6.8)) would lead to
the possibility of splitting the coherence function into two terms:

T, (0@ (). (6.11)
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l'he first term represents the energy sum for the ray paths or modes with the same
number (i.c.. m-n) in the expansion of <G()G (>, and the second term is the
interference between ray paths or modes (i.¢.. m=n).

The analysis of these equations shows that, for the scales associated with the
interaction of partial waves with large differences in indices, the increases of source
size or frequency bandwidth of the noise source smooths the space-time variations of
the acoustic field. For the limiting case, when all variations are eliminated, the size
of the source and the noise frequency bandwidth must be larger than ali scales of
variations of <G(.)G *()> in the space and freguency doinains. Such fields can be
considered as noncoherent acoustic fields. The more exact definitions for cohicrent
and noncoherent acoustic fields in the ocean require taking into account the properties
of oceanic waveguides as spatial and frequency domain filters.

To illustrate some of the concepts and provide a basis for further development,
let us examine two cases:

Case 1 - An Applicaticn of the Ray Representation to Model A: 1he substitution of
Eg. (6.10b) into Eg. (6.9) and then into Eq. (6.4) gives

It f{p)z /.g((l))umu,,‘c A St gy (6.12)

I

Case I - Ap Anplication of the Modal Representation to Model C. Assuming the
small-angle approach, we can obtain the coherence tunction by the substitution of tq.
(6.10a) in Eq. (6.8):

=

C0-gw)e ™Y ¢, 02 )@, )Jf.-t myexplufn- a2 ik, iy \';'az?__;

i

Kn , i
e

(6.13)

X[ In -\;a: '-:l: |Kmlnl ZH |n \':C,: 1.:3: lIKnj ; :d'l *

The integral in Eq. (6.13) determines the interference noise elimination for ditferent
spatial scales. If L«a, then Eq. {6.13) can be simplified further. For the examgles
considered later, we shail use a bi-linear SSP in the (v:)-plane defined as
[z,(m).c im/s)]=[0,1500]. [200,1470], {3000,1559].

According to the analytical results of preceding sections, acoustic waves in
oceanic waveguides can have significant interference ncise due to the interaction
among partial waves in a waveguide, as well as due to their interaction with
waveguide inhomogeneities. This distinguishes the acoustic ocean imaging from
optical and ultrasonic imaging, where waveguide interference is not a problem. For
short scales, the imerference structure in the space-time domain can be imaged like
random patterns and can be described statistically.
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6.1.3 Coherence Transfer Properties

In this section we analyze the interference structures suggested by the
separation in Eq. (6.11) into two terms. Let us introduce the term Coherence Transfer
Properties (CTP) that describes a change of the space-time function as a signal
propagates from a source to a waveguide point. This change is associated with Eq.
(6.2).

Vision Coefficients for Interference Structures. The high-frequency space-time
interference structure, which is produced by many partial waves characterized by very
different parameters, can be defined as an interference noise. Coherence can not be
maintained for long distances due to high dispersion of the parameters among those
partial waves. To describe the space-time interference structure, we introduce a
quantity, p(R) =T /I, that is the time-averaged, single-receiver energy part of the
coherence function divided by the interference part. This quantity is a special ratio
of CTP that we call the Vision Coefficient (VC) of the interference structure. Figure
6.2 shows VC maps of B(x,5) in the (x,z)-plane for Case I. The waveguide is bi-linear
with randomly distributed inhomogeneities in phase with different standard deviations
(in radians per meter of ray-path length). The noise signals have a bandwidth of 1 Hz.

Analysis of the energy and interference terms, leading to the spatial

Depth tkm)

Fxgure 6. 2 Vm;on Ceefﬁcz%t maps of thﬁ mtarfwancﬁ sﬁucmre ﬁ(x;x} inthe {x.z¥-plane fﬁr
Case I for different bandwidths {a} L (b) IQ (u) 100, and (d) 1600, (Adapted fmm {1611}
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distributions of VC in Fig. 6.2, suggests that a diversity in paths, coupled with strong
random phase dispersions among these paths, leads to a strong interference and rapid
decorrelation with increasing distance. On the other hand, in regions where the
energy terms dominate, coherence is maintained for greater distances. These results
suggest a method for the analysis of the wave structures corresponding to the
interference of rays (i.e., /: (m=n)) in Eq. (6.11). The energy part of Eq. (6.11) (i.e.,
E.(m=n)) has a broadband spatial spectrum, including large-scale interference, that
can be smoothed by using large-scale-noise sources.

Digtance (km}

?tgur& 6.3. Exampie maps of (a) MDTT, {by DDTT, (c} MintT for a.;
source depth of 100m. (Adapted from {HS%} J
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Inhomogeneous structures lead to complex space-time variations of acoustic
noise signals in oceanic waveguides. CTP, defined in terms of time delays, can
provide a tool for the interpretation of the space-time variations of noise signals. For
example, the Mean Difference in Travel Times (MDTT) for different rays at different
receivers, At,_, as well as their Dispersion Difference in Travel Times (DDTT) can

be used for such an interpretation. The Minimal Difference in Travel Times
(MinDTT) is also useful for the analysis of the noise coherence structures in
waveguides. Figure 6.3 shows examples maps of MDTT, DDTT, and MinDTT
calculated for a bi-linear oceanic waveguide.

Double Scaleness of Coherence and the Coherence Window. Interference noise can
be isolated relatively simply in optical and ultrasonic imaging as short-scale, space-
time variations. Sirnilar operation for acoustic noise signals in oceanic waveguides
can be performed more effectively by using another method. This method uses the
natural space-time filtering properties of oceanic waveguides that image signal
structures localized in the space-time domain [112].

Other characteristics may also be imaged in analyzing PC structures in oceanic
waveguides. For example, Fig. 6.4 shows the dependencies of ray-cycle lengths,
L(g,), on initial path angles, «, for a bi-linear waveguide. As analysis shows, these

dependencies have relatively smooth local extrema, which determine the formation
of ray bundles (or more generally, partial-wave bundles).

‘-0.30  -0.20 -0.10 .00

Figure 6.4. Dependencies of ray-cycle lengths, L(a,), on initial path angles, «,, for the

bi-linear waveguide for depths (1) S0 m, (2) 190 m, (3) 1260 m, (4) 2000 m, and (5)
2600 m. (Adapted from [161].)

The coherence in the bundle is maintained for propagation to long distances,
because within a bundle or beam, partial-wave parameters differ only slightly.
Another situation exists for rays or waves outside a bundle. These lose coherence
with the bundle partial waves very rapidly due to large differences in their parameters.
Thus, the effective method for interference noise isolation for oceanic waveguides is
the representation of the coherence function as coherent sums of partial waves within
the bundles and as incoherent sums between them:
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=Y ¥ o Y mXo, (6.14)

x=1 mpned, mned,

where A, (k=1,...,5) denotes the localized bundles. Each bundle is formed by a set of

PC waves. On this basis, we can introduce two different scales of coherence and
interference variations for oceanic waveguides: the first scale is associated with a
smooth interference structure within partial-wave bundles, while the second scale is
associated with diffuse interference of partial-wave components outside the bundles.

To simplify the physical meaning, we can interpret this two-scale structure as
the existence of space-time coherence "windows" in oceanic waveguides. As
numerical simulation has shown, the space-time properties of these windows are
determined by waveguide characteristics. They also depend on the source depth.
Random oceanic inhomogeneities can distort an image by their influence on both
scales. But very strong perturbations of the ocean environment are necessary to
eliminate the coherence window (see Figs. 6.2 and 6.3).

Investigations of PC space-time structures of acoustic waves in waveguides
produced by spatially localized noise sources reveal interesting phenomena associated
with the influence of constructive and destructive interference of partial waves. The
existence of partial-wave bundles (i.e., waves having close parameters and
maintaining the coherence along ray paths or modes for long distances) or coherence
windows have been found. Such coherence structures appear as beams of complex
form in space and pulses in time. Another part of the interference structure in
waveguides is relatively uniform distributions of random or diffuse terms. The
diffuse component of the acoustic field can be effectively smoothed by using PC noise
sources.

6.2 POSSIBILITIES FOR THE USE OF PARTIALLY COHERENT
ACOUSTIC WAVES FOR TOMOGRAPHIC RECONSTRUCTION

The method of tomographic reconstruction of SSP perturbations in the ocean
using low-frequency acoustic waves has been successfully developed [12, 23, 62].

< (kmis)

1isa
Fhadoind -

Figure 6.5. SSPs for transition across a front.|
(Adapted from [155]) -
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using low-frequency acoustic waves has been successfully developed [12, 23, 62].
Current methods are based on the analysis of ray or mode travel times or other
characteristics, such as phase, amplitude and intensity measurements. A goal of this
section is to describe the possibilities of using PC acoustic noise sources for
tomographic reconstruction of the spatial forms of inhomogeneities.

A good quality of tomographically reconstructed images of oceanic
inhomogeneities can be provided by highly accurate acoustic measurements.
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F;gure 6.6, Shows the modeled propagated-signal level for the specific
- placements of the front: {a) no SSP transition, (b) transition begiris at
~350 km and {©) transmmz beginsat 15(} km (Adapted frﬂm {!5‘3} )

However technical and physxcal factors can limit such accuracy. Flrst there are
difficulties related to the accurate positioning of the receiving array, synchronization,
optimal filtering, and so on. Second, measured signals are also influenced by
unresolved nonuniformities and nonstationarities in the ocean environment that
produce undesired space-time variability. And third. addituive background noise
lowers the precision of estimates. If the influence of the hackground noise can be

157



remaining interference noise can be reduced by optimal space-time filtering that
requires only the use of a priori information about an observed object and the random
variability of ocean environment [12].

Motion of oceanic inhomogeneities limits observation times, and the finite
spatial dimensions of measuring systems sets the resolution limits. To extend these
limits, one can apply spatial or frequency diversity by using large partially coherent,
broadband noise sources with following appropriate filtering [40]. Similar techniques
have been applied in optical and ultrasonic imaging [154]. According to these
methods, PC noise signals are transmitted and space-time filtering of the received
signals is then applied. The intensity and coherence functions (or other statistical
moiments) of the received signals, referred to as CTP, are usually analyzed in these
situations [40, 154].

The possibilities of using PC space-time signals for tomographic reconstruction
of inhomogeneity images in oceanic waveguides are studied in the following sections.
Numerical and experimental examples are provided to add clarity. Ships or specially
designed acoustic radiators can be used as sources of the PC waves in oceanic
waveguides [40]. Investigations of PC space-time structures in the ocean have shown
the conditions for the formation of bundles of partial waves (groups of rays or modes).
If the parameters of partial waves are nearly the same, the bundles are characterized
by relatively high internal coherence [161].

The use of PC-wave bundles for tomographic reconstruction of different types
oceanic inhomogeneities can be proposed. Examples of tomographic reconstruction
for three types of oceanic inhomogeneities will be discussed, namely for: (1) an ocean
front as an example of a large, smooth inhomogeneity, (2) a fish shoals for application
of the differential tomography method [2, 68], and (3) a spatially localized
inhomogeneity, for the shape reconstruction by using the Fresnel diffraction
tomography method [154].

6.2.1 PC Tomographic Monitoring of Oceanic Fronts

According to the well-known method of acoustic tomography of relatively
smooth inhomogeneities, such as eddies and frontal zones flows, one should measure
delays for ray travel times [12, 23]. The ray paths are perturbed due to changes of
spatial distributions of sound speed in the ocean volume. Using an a priori model of
an unperturbed waveguide and ray travel-time measurements, tomographic
reconstruction of the sound speed distribution can be accomplished. To achieve
relatively good results, highly accurate measurements are required [12]. Fluctuations
in the received signals due to randomly distributed inhomogeneities and
nonstationarities of the ocean environment under natural conditions can prevent on¢
trom achieving accurate reconstruction. Partially coherent signals are often used in
optical and ultrasonic itmaging to overcome these difficulties [154]. The
measurements and filtering of space-time parameters (CTP) of PC acoustic noisc
signals can form the basis for the application of similar methods to oceanic
waveguides [161]. The aim of such methods is the elimination of interference noise
and diffraction distortions by the reduction of coherence structures of partial waves
in the waveguide through increasing the source size and bandwidth.
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and diffraction distortions by the reduction of coherence structures of partial waves
in the waveguide through increasing the source size and bandwidth.

Let us now discuss the possibility of using this method for tomographic
reconstruction of large and relatively smooth inhomogeneities. Figure 6.5 shows the
SSP for the ocean-front simulation. An acoustic source with a horizontal length of
100 m and bandwidth of 500 Hz is placed near the surface duct axis (type 1 in Fig.
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I‘;gure 6.7, Shaws the ‘arrival strucmres n the temparéfdepth damam
for the three cases, corresponding to cases (a), (b). and (¢) in Fig: 6.6
for the vertical array located at the horizontal distance of 660 icm from
the source. (Adapted from [1:»5} ¥

6.5). The front is simulated by the SSP transitions from type 1 to type 4 along the 50-
km distance. This ocean front is typical for the northeast region of the Pacific Ocean.

Figure 6.6 shows the modeled propagated-signal level for the specific
placements of the front and propagation out to 600 km. There is no SSP transition in
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Fig. 6.6a. For Figs. 6.6b and 6.6¢, the transition begins at 350 km and 150 km,
respectively. The measured signal level is a commonly analyzed property of a
waveguide, and it is also the simplest example of CTP. This CTP is the coherence
function for zero spatial and temporal lags. This case has PC space-time features for
a spatially extended, broadband source discussed in Ref. [161].

The structure of propagated-noise signals in the temporal domain depends aiso
on the location of the front along the acoustic path. Figure 6.7 shows the arrival
structures in the temporal-depth domain for the three cases, corresponding to the three
cases in Fig. 6.6, at the vertical array located at the horizontal distance of 600 km
from the source. It can be seen from these plots that the PC waves having different
numbers of turns reach the region of observation with different angles, arrival times,
and intervals of depth. These facts provide an opportunity for the space-time filtering
of different types of waves for tomographic reconstruction of inhomogeneities. The
high-speed waves, traveling at large angles, cover a wide depth range. They have
relatively high coherence due to their low spatial-frequency structure. On the
contrary, the relatively slow waves are focused near the waveguide axis. They
propagate with small angles and are effectively averaged (incoherently) due to the use
of broadband sources with a large spatial extent relative to the small scales of the
space-time interference structure.

The comparisons of the dependencies of travel time on depth for different
locations of the ocean front show significant changes in their structure. Such changes
can be used for monitoring of ocean front movements along the acoustic path. A
simple method for this monitoring is the measurements of CTP of the slow PC space-
time signals. The accuracy in estimating frontal location is determined by the
waveguide structure and the space-time coherence characteristics of the noise source.
It should be noted that, in principle, different PC waves cross the front at different
angles. Accordingly, additional information about the frontal structure can be
extracted by analyzing the changes of these parameters.

To solve similar reconstruction problems involving the horizontal structure of
a frontal zone, one should use a moving noise source, such as a ship, and then PC
methods can be applied. Such a scheme can consist of a stationary receiving vertical
array and a noise source moving along a direction paraliel to frontal zone. For the
case discussed above, the number of elements of the vertical array may be about
thirty. Such a system of observation can be used for tomographic reconstruction of
the frontal structure in the vertical domain also.
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6.2.2 Partially Coherent Differential Tomography

As has been described above, the idea of differential tomography is based on
the possibility of reconstruction of localized inhomogeneities by analyzing the
differences in ray structures with and without the presence of inhomogeneities {2, 68).

Depth (km)

Depth (km) -

Flgm'e 6. . S:gnat k he range-d , -
unperturbed wavegmﬂe and for the perturbed case fm the fish shoal at
the range of (b) 7 km and(c) 33 km. (Adapw& from [155])

According to this method of tomographic reconstruction, the spatial distribution of
inhomageneities along acoustic paths is determined by scanning the intensity of the
scattered waves for different travel times and different depths of reception. A similar
principle can be developed for PC waves.
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To demonstrate this possibility, we discuss the scenario where an acoustic
noise source (similar to the previous case) is placed in the surface-duct waveguide
with the SSP shown in Fig. 6.8. The solid curve in Fig. 6.8 is the SSP for the
unperturbed case, and the dashed curve represents a sound speed modification due to
localized inhomogeneities at a given points along the range. We may consider this
inhomogeneity to be a shoal of fish 100 m long and 10 m high. The sound speed
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Flgure 6.10, Signal levels at the range of 40 km in ﬁlﬂ nmﬁ-depth
plane for the (a) unpertutbed wavegnide and for the perturbed case for -
the fish shoal at the range of (b)Y 7 km and(c) 33 km. (Adapted from "
[155]) :

perturbation is presumed to be due to a compact collectlon of fish swim bladders and
can be described by known simple models [160].

Figures 6.9a and 6.10a show the signal levels in the range-depth plane and at
the range of 40 km in the time-depth plane, respectively, for the unperturbed
waveguide. Figures 6.9b,c and 6.10b,c show the equivalent parameters for the
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perturbed case for the fish shoal at the range of 7 km and 33 km, respectively. These
plots show that inhomogeneities can be considered as secondary sources, producing
scattering waves which produce significant changes in the structure of PC waves. In
particular, new waves arise in regions of the time-depth domain that were originally
devoid of energy. The existence of significant energy in these previously non-
insonified regions can form a basis for tomographic reconstruction.

Although actual cases are more complex, we might consider a simple model
to illustrate the principle for the localization of an inhomogeneity. For this purpose,
we assume an idealization of the SSP in Fig. 6.8, for which the upper and lower parts
of the profile have constant values of ¢, and c,, respectively. Then, the signal in the
surface duct channel propagates mostly near the surface until it reaches an
inhomogeneity at an unknown range, x. After that energy starts leaking into the
deeper region, and measurements are made at the deeper depth for some greater range,
a, where we measure a travel time delay, t_, from a signal propagating solely in the
deeper region. Using the equation, t =x/c, +(a-x)/c,, the horizontal location of the
inhomogeneity can be estimated. With sufficient a priori knowledge of the real

waveguide and a sufficiently complex measuring system, one can reconstruct
inhomogeneities in natural waveguides using a similar approach.

6.2.3 Fresnel Diffraction Tomography with Partially Coherent Waves
An application of the diffraction tomography method for the reconstruction of

oceanic inhomogeneities using a long horizontally distributed array has been proposed
in [154, 155]. The basic idea of the method consists of numerical inverse focusing

- . ¥im - = b
Figure 6.11. CTP maps showing the influence of the multiplicative effect due tolarge
distances between the receivers; (a) one mode and (b) two modes. (Adapted from [155].).

of measured data into each point of the observation region. To increase the spatial
resolution of reconstructed pseudo-images, a multi-view tomographic method was
developed [154]. It is based on the use of the dark-field method to eliminate the

163



direct illuminating field. This is equivalent to placing an object at the focal point of
the illuminating plane wave in physical optics. The results of numerical simulation
and ultrasonic model experiments have shown that interference noise and diffraction
distortions of images can be effectively minimized and reliable reconstruction results
can be achieved. The effective way of smoothing out the influence of both these
phenomena is the use of the PC illuminating sources. It is important to note that the
use of such sources allows for the following space-time filtering. The filtering can
be used for isolating waves that interact with the inhomogeneities from the
background of interference and additive ocean noise [154].

The analysis of contrast CTP (i.e., CTP improved by the method described
above) associated with the use of various horizontal arrays and bandwidths of PC
sources has shown the existence of the optimal illuminating field space-time
coherence that allows the effective elimination of interference noise and diffractive
distortion. The results of numerical modeling of tomographic image reconstruction
based on the PC illumination are presented in Fig. 6.11. These images were
computed for the following scenario. An object of complex form, representing the
Greek letter pi of the sizes of 40 by 40 m, was placed at the bottom of homogeneous
isovelocity waveguide of the depth of 50 m. It was illuminated by a quasi-harmonic
acoustic-noise source having a central frequency of 360 Hz and the horizontal size of
100 m. A horizontal receiving array 7.5 km long and consisting of 32 receivers was
placed near the bottom. It was located at a distance of 7.5 km from the center of
rotation between the source and receiving arrays about the observation region, which
was 0.5 by 0.5 km. Thirty-two partial images of the observation region were
obtatned. Then they were incoherently summed, after the dark-field method was
applied for the elimination of the direct-field background. Figure 6.11 shows the
influence of the multiplicative effect due to the large distances between the receivers.
The relatively small level of interference background was achieved due to the PC
illuminating waves. The influence of multi-mode propagation leads to distortion of
images that can be reduced by further decreasing the coherence of the insonifying
waves [154].

6.3 SPATIAL FILTERING OF PARTIALLY COHERENT ACOUSTIC
IMAGES

As noted in the previous sections in different practical applications of the
acoustic tomographic systems, the illumination fields can be partially coherent. It is
interesting to investigate in more details the problems related to the use of partially
coherent fields in Fresnel diffraction tomography. This issue is closely associated
with the ideas and methods that were developed in optics and ultrasound imaging
systems [82]. The results of many research works have illustrated the following: On
one hand, random inhomogeneities of the medium and motion of the elements of the
vision system destroy of the sound coherence. On the other hand, special methéds
have been developed for the reconstruction of imaged objects using noncoherent
illumination to suppress speckle-noise in images [123]. In any case we should
investigate the scattering of partiaily coherent sound by objects to understand the
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details of partially coherent imaging. A technique of acoustic image reconstructicn
in natural media can also be build on this basis. Theoretica! estimation and
experimental data have shown [123, 154, 155] that tl.> effectiveness of the spatial
filtering of the images diminishes for incoherent illumination systems. It is
interesting to investigate, for example, the cases of the ocean tomographic
reconstruction when the observed inhomogeneities are smooth and forward-scattering.
The application of PC sound for the construction of the acoustic images provides the
possibilities of decreasing the coherent noise and spatial filtering of images.

6.3.1 Diffraction of PC Fields in Layered Waveguides

In this scction we investigate the problem of spatial filtering of partially
coherent acoustic timages by using a horizontal array in layered waveguides. The
theoretical analysis of low-frequency acoustic images is accompanied by laboratory
experiments.

Partially Coherent Fields. For simplicity, we assume that the field of the source 5
illuminates a large (in wavelength scales) absolutely ridged scatterer o (see Fig. 6.12).
The diffracted fields in the far zone of the scatterer can be represented by using of the
Green’s function of the unperturbed waveguide,

N

G(x\,y‘,:\;‘(;v,:) =3 o,z (rexpli(x, |7, 7l —%)](Knjrs—-r;)"", (6.15)

el

where R+ (r,2) - (x,p,2) defines the recciving point, ¢, and «, are the eigenfunctions and
horizontal moda! wavenumbers, respectively, and ~ is the entire number of the

Figure 6.12. Geometry the study of the PC field diffracted into the
far zone by a ridged scatterer. {Adapted from [ 28]

propagating waveguide modes. Let us assume that the conditions of the small-angle
appreximation are satistied,  [n this case. the diftracied fuld from the Green's
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theorem using the Kiichhoff approximation can be deduced. For the potential of
displacement velocity of the scattered field, Yooy, we have:

N

¥o= Z(pn(:)exp[l(lc”s )1(K s’y 2 E @, (-, yexpli(k, ' —)}(Kmr’)"”sz , (6.16)
n=1 nes|

where w _is the potential of illumination field, s '=(x; «»3)"?, r (@ x;)*+¥ %' (see Fig.

6.12), x; is the displacement of the sca‘terer, a is the distance between the source and

the observation region. and A7 is the number ofthe diffracted waveguide modes. The
scattering matrix of the waveguide modes, is determined by the form of the

scatterer, o, and waveguide characteristics:
AT
il L]
Sem ™ Do e = 1K, 17'@) 9,5+ 25) @, (L) & ffd('])e Tl odn, (6.17)
3 n

where the form of the shadow-generated line, o({,n), can be approximately represented
as a preduct of two functions: o{l,n) - T L{n).

As follows from Eqgs. (6.16) and (6.17), the short-wave diffraction in
waveguides contains a transformation of the waveguide modes in vertical direction
(described by the matrix elements 7, ) and in horizontal plane (described by matrix

ne

L,.). The resulting field is constructed as a sum of ali diffracted waveguide modes,
each of which is formed by the transformation of all itluminating modes [28].

Diffraction of PC Fields in Waveguides. Let us assume that a quasi-monochromatic
illumiratior source S is described by a correlation tunction K-

Ko = Ko(RgRgp00) = O(Rg,.0)p (Rep.00)) =
(6.18)
- A‘,ZA:L(:el)A,ZO(r@l)S(:GI--:02)8(|r®l—rm])e ~12nfot’
where 4, is a constant, 4, is the source spatial distribution function, 3 is the Dirac

delta function, and ¢ is temporal delay. The PC diffracted field in the waveguides can
be represented as a sum of the diffracted structures for all elementary point-sources
weighted by the correlation function (6.18). Using Eqs. (€.16) to (6.18). we can arrive
at the formula for the spatial coherence function:

E (Pvn(" )'Pu '2) l’bx

where b} are the coefficients of the modes. Then
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This expression connects the spatial coherence function of the diffracted field with
the form and displacement of the scatterer. Contrary to the formula for the infinite
medium, Eq. (6.19) describes the effects of the interference of the waveguide modes
(nmy,u-indexes). It can be shown that muliimode propagation complicates the
diffraction patterns when scatterer sizes and spatial delays considerably exceed the
scales of the mode interference.

iIf 44 « A, where A is a scale of the variability of the waveguide field for

vertical direction, and if n¥/x, « 1, y*/x; « I, we have from Eq. (6.19):

K- 20 Lo, [4] sinc((px, +qy ,Ing)sine “([px, *qvy,In ) (6.20)

nmvy
Yo

where p=(vyy)ixe, g=1/(a-x,), and
L= =A0,(2)0, (2 )0, ()P, (), K, Toomy, -

D [xl@-xpd K, kK| explilxg(K, -K) (@ xp)(K,, -k, )]
sine(x)-sinx/x, and n, is the scatterer size in the horizontal direction. Equation (6.20)
shows that the spatial coherence of the diffracted field in a waveguide can be
presented as a convolution of the function A',i. which describes a source, and the
Fourier transformation of the horizontal distribution of the scatterer secondary
sources. Figure 6.13a shows the structure of the integral over y,, in Eq. (6.20), when
y-v' n=v.m-u. The solid line corresponds to the function A_fe, and the dash line is a

function sincX({p+gylnx,), determined by the width of the source function A . and its
displacement y/x,, where x, =x(a-x;)/a. The distribution of intensity in the

observatior plane is determined by a common region of these functions, and it is
averaged for an increase of the source size (see Fig. 6.13b).

Spatial Filtering of Diffracted PC Fields. Let us discuss the performance of an array
horizontally distributed along the v-axis for constructing the images of the scatterer
in waveguides. The aperture function of the array is determined by the expression:

M,f(:‘y) =M (¥) M’ (=) expli(x, ysina-x, v*/p)}, where M (v) and M”'l(:) describe the
array construction, and a and p determine the wavefront slope angle and the focus
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distance of array, respectively. In this case, the image constructed by the array can
be presented as a convolution of the diffracted fieid (Eq. (6.20)) and the aperture
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Figure 6.13. (a) Cmitparesﬁyi with
sinc*((p rqyIngk,) and (b) the distribution of * |
intensity in the observation plane determined by

its average for an increase of the source size
(Adapted from [154]) '

functionM_(z.v) [76]. For simphfication let us assume that the mode selection (for

example, by ihe array focusing angle or by the arrivai time of the propagating gated
pulse) has been fulfilled. Thus, we have for the image constructed by the array:

(PLaphy = [478%,

Ja
(6.21)
< [Lon[expC ilp eyl e,y TS 2] Ky M 0hdvdn dvg
n 0
where 5'0 =40 @a() @5 (ce) K 3gla-x ) (d/HY, and H is the depth of the waveguide.

The procedure tor the image reconstruction can be accomplished by focusing into all
points of the observation region and summing the signals from all array sensors. The
performance of'this imaging system is characterized by the contrast transfer function
(CTF) K(a,p,u), where u is a spatial frequency for y direction. To obtain the function
K, we substitute the observed object model in the form L(n) = exp(inu)+exp(-inu) in Eq.
(6.21). In this casc we arrive at the following expression for thc CTF:

K{ap,u) :fA;;Mm{l(me ML, +w)) explilex, 22k, p 2ok Tudy, ,  (6.22)

Ve

where l:(a-x,)/x, and £-1/(2(a-x,)-1/p is a focusing parameter of imaging system
The deduced expression for the CTF describes the image reconstruction in the

waveguide (for the single-mode approximation) for the partially coherent
illumination. For the asvmptotical cases, when & «//D and <~/ (4, is the

nn i
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distance between sensors), k2q. (6.22) describes the asymptotical cases of coherent and
noncoherent imaging systems, weli-known in optics [122].

Figure G.14a shows the results of the calculation of the CTF structure
transformation for different spatial frequencies and for different source sizes, when
the low-frequency filter {dark-field filtration) is used. The calculation has shown,
that. when &, < 02, one can cffectively eliminate the direct illuimination background
that is important for the reconstruction of the weak oceanic inhomogeneitics. The
results of the background elimination for the computer simulated images are presented
in Fig. 6.14b.

¥ U Y

Figure 6.14. (1) The resulis of the calculation of the CTF structure transformation for
different spatial froquencies and for different spurce sizes dnd (b the resulis of the
background climination for the computer simulated images. (Adapted from [31.)

0.3.2 Some Experimental Results

For the justification of the thecretical results, experiments in the hich-
frequency region (about 140 kiHz) and in the optical region (as the simple model from
the point of view of the modeling of the partially coherent illumination) have been
carried out.

High-Frequency Tiaging. A receiving array with a synthetic aperture of 28 cm.
formed by the motion of the point receiver. was used for the imaging of the scatterer
spatial distribution (see Iig. 6.15a} in the tank experiment. The quasi-monochromatic
pulse with the time-duration of 300 ps was used with the reverberation reduction by
time-gating.  The isovetocity water layer of the depth of 3 cny was used as a simple
madel of the fayered oceanic waveguide. The distance between the source and
observauon region was 44.6 cm.

A vertical steel cylinder of the diameter of 0.25 cm was situated at the mid-
point between source and receiving array. Figures §.15b.c show the image
reconstiuction based on Eq. (6.21) for the case of coherent source. Figure 6.15b
presents the image without spatial filtration. We can only see the image ofithe source
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Figure 6.15. (a) A schematic of the tank experiment, and the imagé réconstruction based on
Eq. (6.21) for the case of coherent source (b’) without spatial filiration and {e ywithdow- .
spatial-frequency-filtration. gAdapted from {3 1) '

distorted by waveguide mode interference (sce vertical black and white lines). The
resuits of the low-spatial-frequency-tiltration (dark-field method) are shown in Fig,
6.15¢ where the dispesition of the cylinder is well determined. It should be noted
that the spatial filter has takean the waveguide modal interference into account.

Optical Modeling.  For the comparison of the theoretical results of the spatiai
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Figure 6.16. Schematic of systenis for PC image reconstruction in
optical fields for (a) spatially mc(.}‘*terém and i spatmliy caherem
(Adapted from {82]. )

filtration of the PC images with experimental data for the optical case, the special
laboratory facilities were built. These facilities have allowed for constructing PC
images in optical fields [82]. An important aspect of the experimental system:s is a
light source that can be swiiched from spatially incoherent io coherent (element 1 in
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Figs. 6.16a and 6.16b. respectively). The use ot these faciliies provides an
opportunity for high-frequency imaging-system modeling. But this approach can not
be used for the analysts of imaging systeras for the case of multi-mode propagation.
The block schere of the experiment mounting includes optical lenses (elemert 2 in
Fig. 6.16) that1s an analogy of the array of acoustic sources with variable coherence.

Figure 6.17a shows the results of the CTF measurement for ditferent sizes of
the source. This allows us to estimate the efficiency of partially coherent image
filtration.  An example of the filtration is shown in Figs. 6 17b and 6.17¢, where
images of letiers after low-frequency filtration are presented for different source sizes.

6.4  ReEMOTE SENSING OF MARINE SEDIMENTS BY ACOUSTIC
NOISE ON SITE OF THE DEEP SEA DRILLING HOLY N643
IN THE NORWEGIAN SEA

As shown theoretically and empirically, noise or partially coherent acoustic
sources car be used for the remote sensing of bottom structure. in general, bottom-
structure reconstmction can also be viewed as a tomographic procedure. because the
bottom-laver structure can be reconstrucied as tomographic projections by monitoring

K
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Figure 6.17. (a) The results of the CTF measurement for different
sizes of the source and the resulbing image reconstructions for the
source sizes (by - and (¢) -~ (Adapted: from [82].)

in the spatial domain. Although not vet fully developed, prospects for the future arc
very promising. We explore these ideas in the current section and briefly discuss the
results from the point of view of the investigations associated with the use of noise
partially coherent acoustic sources for remote sensing of the bottom structure in the
ocean.
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For the bottom moniiering one needs to have the high-resolution seismic
surveys providing the information about the acoustic parameters of marine sediments.
In principle. these parameters can be obtain from in-situ measurements in dritling
holes or wide-aperture scismic reflection data. However. this approach is incliective
for deep-sea regions, because cf measurement difticulties and hizh costs. To
overcome this problem, we proposcd more efficient and cheaper methed for the
estimation of sound speed profile, attenuation and the reilection coefficients in
sediment layers [162].

Our approach consists of remote sensing of sediment layers of the scafloor in
the tollowing manner. Continuous low- frequency acoustic noise is emitted from sea
surface by a moving ship. The sound source may represent the ship own naise or a
more powerful source. But the use of a ship's own noise can provide satisfactory
resudts. The receiver s a vertical array mount at an Automatic Bottom Station (ABS).
ABS is a pressure resistuni container with a recorder and microcomputer, Unlike the
traditional seisnac method where travel times are deternmuined, we have suggested the
measurements of delay times between direct and bottom-layers-reflected-signals
arnivals. Delay times can be determined frem the locations ot autocorrelation maxima
ot received signal. Using data from the array, we can determine the direction to the
source and obtain basic dependence of delay times on arrival angles, Then we can
solve the inverse problem to obtain sediment geoacoustic model. SSP in sediment
lavers is defined as a model calculated from the ray theory.

The data needed to justify tie robustness of our method of the bottom sensing
can be viewed as exira information that might be obtained during any experiments
where ABS is used (presuming that the source is, at least, ship noise). For this reason
we atready have a great volume of experimental data obtained in different regions ot
the oceanic where an ABS has been used. But it was oily in 1990 that this method

Figare 6.18. Reconsiructed SSP usig ship noise |,
data solid hoey compared with a taboratory
determmation of the speeds of the samples from
the dinfling hole (dashed Ime) (Adapied (rom
162

was checkea directly when two ABSs were launched to the Bottom at the depth of
2780 m directiy on site of a deep-sea drilling hoic N643 (ODP LEG 104) in the
Norwegian Sea close to the Voring Plateau.

The bottom SSP was reconstructed by the processing of data of ship noise
produced by the moving vessels, Akademik foffe and Abademik Sergev Vavilov, near
the site of the drilling hole. As shown in Fig. 6.18. the reconstructed SSP (solid line)



1s 1o a good agreement with laboratory determination of speeds of the samples of the
drilling hole (dashed line) [162].

In this experiment a special source of low-frequency noise from the Akademik
Tofie was also used. The continuous noise signal was emitted at the depth of 300 m
when the vessel was drifting away from the siie of N643 and ABS. The results of the
bottom sensing were not significantly improved when the special source ot acoustic
nEeise was used.

Partially coherent space-time acoustic noise sources used as an insonifving
field form the basis for the discussion of three different types tomographic
reconstruction of the oceanic inhomogeneitics. Some simple procedures for the
extraction of the parameters of inhomogeneities, namely, their spatial distributions,
were proposed for: (1) an oceunic front representing a relatively smooth
inhomogeneity, (2) a shoal of fish representing a spatially localized inhomogeneity,
and (3) an object of complex form. It was shown that statistically averaged
characteristics of noise waves can be measured for reconstruction. Partially coherent
space-tune siructures of partial-wave bundles, which improve the tomographic
reconstruction quality, have arisen for all cases. [t is interesting to note that the
bundles of PC waves that preserve high internal coherence are useful for tomographic
monitoring in oceanic waveguides with strong random inhomogeneities as. for
eaample, shallow-water waveguides with powerfui currents,



Chapter 7:
SUMMARY AND CONCLUSIONS

Recent accomplishments in ocean acoustic tomography were discussed in the
previous sections. In particular, topics on the adiabatic approach in tomographic
reconstruction and the methods of Difiraction and Emission Tomography have been
addressed in some details. In this final chapter, the major ideas will be summarized
to indicate concisely the modem status of tomographic invesiigations, particularly, as
it exists in Russia.

7.1 ACOUSTIC TOMOGRAPHY IN THE OCEAN ENVIRONMENT

It seems that no method for reconstructing the volumetric structure of large
regions of the ocean is more effective than the accustic remote sensing. It is
important to keep in mind that complex methods of processing large amounts of data
should be employed to produce three-dimensional ocean images. Ocean acoustic
tomography can lead to the solution of this problem.

It 1s knewn from our everyday experience that our two eycs create special
images of real world. We might refer to this as binocular vision. For large ocean
regions that are practically non-transparent for the oprical vision systems, one can
effectively use acoustic-vision systems. For such acoustic-vision svsiems, a role
similar to the binocular vision may be played by spatially distributed arrays of
receivers with images of acoustic scatterers o1 sources created by compulter.

The peculiarity of acoustic-vision systems, in contrast io the case of optical
vision, is the small size of acoustic receiving apertures in comparison with the
acoustic wavelength. Consequently, we frequently observe only pseudo-vision
images from one projection. However, such pseudo-images do provide some
possibilities for inaking decisions about the presence of objects and for estimating
their locations, sizes, and properties. On the other hand, certain tomographic methods
offer the reconstruction of full three-dimensional distributions of inhoniogeneities by
the combined processing of many projections.

Problems in OAT arise because of the inhomogeneity scales and the complex
variability of the ocean medium. These problems lead to a complexity in fonn, scale,
ana distributions of acoustic systems and their resulting tomographic projections, as
well as to the loss of part of the information about observed scattzrers due 10 specific
propagation conditions in occan waveguides and due to distortions of reconstructed
images given the interference of partial waveguide waves (2, 3, 7, 8, 23, 34, 44, 49,
65,72, 83, 118].
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7.1.1 Schemes for Ocean Acoustic Tomography

Ocean acoustic tomography schemes can be separated into three major and
distinct groups, as follows:

a) The first group includes transmission schemes for observing nearly
transparent objects or weakly interacting inhomogeneiti¢s. The measured
characteristics of the acoustic waves interacting with such objects are
propagation times and amplitudes and phases of received signals.

b) The second group units diffraction schemes for observing more strongly
interacting inhomogeneities. Here one needs to measure complex
amphtudes of diffracted and scattered waves for large observation regions
over wide interval of arrival angles, as well as signal propagation times.

¢) Finally, the third group includes emission schemes for observing spatial,
temporal and frequency distributions of noise sources in the ocean.

An additional scheme, which imight combine some or all of the above schemes, is
based on the use of partially coherent acoustic waves.

Anotner name associated with the weak interaction case is adiabatic
tomozrapky that can be synonymous with the transmission scheme. !t implies that
non-interacting mode-propagation or the ray-acoustic methods can be applied. This
is in contrast with diffraction schemes where modal spectrum transformation takes
place.

This leads us to a final comment about the classification of tomographic
schemes. We may need to distinguish between the application of ray and modal
approaches for the solutions of tomographic problems. Both approaches have their
own distinct realm of optimum application with some overlap. As in other branches
ot ocean acoustics, the rav method works the best at higher trequencies for
environments with less boundary influence (e.g., the deep-water case). Modal
methods are most suitable at lower frequencies in the boundary limited cases.

Adiabatic tomographic methods were developed first. Numerical simulation
and experiments, based on these methods, have been carried out successfully. The
impetus tor the fast development of these methods was a need to solve certain large-
scale oceanographic preblems and problems related to global climate changes.
Appropriate algorithms and experimental schemes have been developed sufficiently
to solve these probiems on a routine basis.

The situation for diffraction tomography mcthods is completely different. The
basis of this direction of OAT are methods that were developed in ultrasound and
other branches of acoustics. Pulse gating by vertical and horizonial arrays, the
Doppler technique, and dark-field filtering method are combined in diffraction
tomography, becausc the signature of diffraction etfects is verv weak. For these
reasons the evolutior: of diffraction tomography has been much slower.
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7.1.2 Fundamental Problems of Ocean Acoustic Tomography

Mathematically, the problem of tomographic reconstruciion can be reduced to
the solution of the Fredholm integral equaiions of two kinds. Transmission and
diftraction tomography for the reconstruction of spatially distributed inhomogencities
arc related to the Fredholm integral equation of ihe second kind. Emission
tomography for reconstruction of self-iiluminating objects can be described by the
Fredhelm integral equation of the first kind. The problems accompanying the solution
of such equations are well-known in the theory of inverse problems. The three most
pervasive 1ssues are:

a) lIncorrectness (due to attenuation of the radiated and scattered waves and
the prescace of noise);

b) Sub-definiteness (due to difficulties associated with measurements in
natural conditions and necessity of processing large volumes of
information);

. ¢) Nonlinearitics (for example, due to the multi-scattering effects).

All three issucs add mathematical and numerical complexities in the sojution
of tomographic problem very often requiring ore to establish a unique solution
procedure for every particular tomographic problem. In addition, every natural ocean
waveguide is characterized by the influence of randomly distributed inhomogencities
and bottom of complex structure (especially, for shallow-water regions of the ocean)
that, on the cther hand, can often be a subject for the reconstruction by OAT.

The most important method for overcoming these difficulties is an effective use
ot a prrori information about observation objects, as well as about the surrounding
medium to optimize the measurement schemes and to choose the optimai basis
functions for the description of the medium and observation objects. It is necessary
to take into account the fact that often all information necessary for the solution cf an
inverse problem is not available a priori. This is often the basis for nen-stable
solutions, which then requires appropriate regularization schemes |1, 3, 5, 6, 8, 11,
14, 44, 83, 118].

7.1.3 Types of Oceanic Inhomogeneities

A successful solution of a particular tomographic problem is mostly determined
by an efficient use of available information about the observation object and the
surrounding ocean medium. From this point of view, it is important to have
theoretical and numerical basis models of oceanic inhomogeneities. Spatial and
temporal scales used for the classification of the oceanic inhomogeneities range over
very broad limits. The following simplified classification can be proposed for the
description of oceanic inhomogeneities. According to this scheme, oceanic
inhomogeneities can be divided into three main groups:

a} Micro-scale inhomogeneities: particles, bubbles, plankton, turbulence, etc;
b) Meso-scale inhomogeneities: internal waves, hydrolenses, wind waves, fish
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shoals, ice floe, ships. engineering construction, bottom inhomogeneities,
ctc.;

c) Synoptic and gyro-scaies inhomogeneities: eddies, hydro fronts and season
variabilitics.

Measurcment schemes and parameters of sensing acoustic signals must be
chosen in accordance with the scales of oceanic inhomogeneities and the peculiarities
of the acoustic-wave propagation in specific ocean waveguides. For example, one
would use one of the transmission schemes to reconstruct smooth and weak changes
in the distribution of sound speed in the deep ocean, but would use one of diffraction
schemes to determine the location and shape of underwater spatially localized object
18,9,10, 13,23, 28,33, 46, 55, 156, 157].

It is interesting Lo note that randomly distributed oceanic inhomegeneities can
play a different role depending on whether the scheme employed is adiabatic or
ditfraction. In the first case, they play the role of noise, while in the second case, they
can be obiects for recenstruction.

7.2 METHODS OF CCEAN ACOUSTIC TOMOGRAPHY
In this section we shall sumimarize the methods discussed above,
7.2.1 Adiabatic Tomography Methods

The idea of reconstruction of weak or gradual changes in the distribution of
sound speed in the occan using muitiple acoustic sources and receivers surrounding
large observation regions and measuring the shifts of the travel times of acoustic
pulses propagating along differeit ray paths was proposed by Munk and Wunsch in
1979, Scveral experimental tests of the adiabatic methods by Russian and American
groups individually and jointly have been carried out recently. Here we recall some
of those discusscd in earlier chapters:

a) An experiment with six acoustic sources (frequencies of 250 Hz and 400
Hz) and a vertical receiving array by Russian-American-French
international team;

b) An experiment on propagaiion of low-frequency waves (about 20 Hz)
along a 2500-km-long, Arctic-acoustic-path between a Russian ice camp
near Spitsbergen, where an acoustic source was set, and an American ice
camp in Beaufort Sea, where horizontally and vertically distributed
receiving arrays were mounted:

c) An experiment in the Norwegian Sea with a i105-Hz source and a path
length of 105 km, conducted by Russian scientists

in the processing of experimemal data, the ray approach was applied.

However. the modal approach can be associated with the adiabatic methods as well.
Matched-field processing can be applied as a part of that approach. In adiabatic cases,
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the reconsiruction probiem can usuaily be reduced to the solution of a system of
algebraic equaiions by using appropriate discretications of functions and choosing the
acceptable basis conditions of the urperturbed ocean to linearize the problem.

New phenomena associated with the forination of coherent bundies of acoustic
waves in ocean can also be utilized bv OAT. The existence of such structures in the
real ocean has been predicted theoretically and have been tematively confirmed by
experiments. The propertics of wave bundies, including their coherence, have been
investigated, and ideas of their application to QAT have been discussed in the
literature on OAT [2, 11,12, 23, 36, 44, 45,56, 57,59, 63, 111, 113, 114, 1i5].

7.2.2 Diffraction Tomography Methods

Diffraction can piay an important role, if the wavelength of sensing waves 1
of the sizes of observed mhomogeneities and the inhomwogencity boundaries are sharp
enough. Diffraction of acoustic waves in the ocean manitesis iaelt ws horizontal
diffraction patterns (similar 1o free space) tor cach wavenuide mode and as a
transformation of the modal spectrum in the vertical planc.

In this case, the use of pulse signals, vertical arrays, and freauesey hitering
allows one to separate different -vavegpids modes. Using horizoatally distributed or
synthetic aperture antennas, for example horizontally disuributed inhomongeneities can
be reconstructed by inverse tocusing of the mzasarement data in the regions orf
mterest. When the iitegral equation aliows bincarization, the Born and Kirchhoff
approximations can oiter simple and eftective metnods for diffraction tomography
problem. Also, as in ultrazonic acoustics. analvtical inversion can be used when the
appropriate conditions for the application of the Fourier and Fresne! transforims are
satisfied.

Generaily, such tomographic reconstruction procedures can be described as
follows: The initial step of reconstruction i< the collection of a priori information
about the environment (ocean waveguide) and the objects to be observed. Using this
information, basis functions can be chosen as ihe second step to calculate the
spectrum ol measured and filtercd data in the space of the anpropriate basis functions.
At the third step, the inhomogeneity images can be numerically produced. Finally,
decisions about the presence of objects, their paranieters, and variability car be made.
Information on basis functions, measuring scheme, and some threshold values are
combined to make a decision it: tomographic vision {2, 3, 18, 19, 26, 27, 28, 30, 32,
34,35, 46, 48. 49,68, 79, 80, 83].

It may be readily shown that a ful! reconstructior of the vertical structure of
inhomogeneities in the ocean is impossibie, because of a limited number of
waveguide propagating modes. Additionally. the multiplicity of acoustic images is
a practical problem in diffraction tomography, which can be easily demonstrated by
the modal deccmposition of the Green’s function und the incident field in the Born
approach.

This approach also aliows obtaining the limitations on the sizes of objects and
arrays for investigation of the situations when multi-mode propagation destroys the
final image. The Fresnel Tomography algorithm, including the focusing of scattered
waves into cach point of the observation region and filtering by the Dark-Field
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Method to reduce the direct illumination can be used for the reconstruction of the
distribution of scatierers in horizontal plane. As calculations have shown, multi-mode
interference leads o image distortion, especially fur the cases when only a few modes
propagate.

Differential Tomography. The peculiarities ot propagation and diffraction of
acoustic waves in ocean waveguides allows for possibi'ities of constructing different
womographic vision systems for the remote sensing of oceanic inhiomogeneitics. The
differential method is one of them. It uses vertical radiating and receiving ariays and
tune gating of illuminating aceustic pulses. [t the mode with number, #, is radiated
ana the mode with number. m, s teceived. we can isolate the signals scattered by the
inhomogeneities that are situated within the verticai layer with definite width that is
fecated at the {ixed distance from the receiving system.  Accordingly, we can
reconstruci the distribution of inhomogeneities that are situated along the path
hetween the source and receiving sy stem by gating the intensity ot scattered pulses
in the temporal domain. In order 1o separate signals from different types of oceanic
inhomogeneities (such as wind waves, swell, turbuience, internal waves and others)
and 1o estimaic their parameters, differences in the spatial spectra can be used. Such
spectral aifferences arise due to the nature ot these inhomogeneities manifested in the
frequency domain. According to this method, the tomographic reconstruction of
randomly distributed inhomogenreities requires the joint processing of sets of
projections in the spatial, temiporal, and frequency domains to separate different types
of inthomogeneities and 1o obtain their spatial distributions. 1t may be noted that the
differential method can be developed for the ray approach as well |2, 18, 30, 35, 46,
48, 49. 50, 68, 69, 72, 73].

Fresnel Tomography. Acoustic vision systems using horizontally distributed
or svithetic aperture arrays provide an opportunity to develop a tomographic method
of reconstructing images similar to optical vision systems (e.g., lenses). Algorithms
for such methods are based on analytical inversions of the integral equation in the
Born or Kirchhoff approaches and on the presentation of the image as the spectrum
of the received signals in Fresnel basis-function decomposition. This tomographic
algorithm consists of the processing of array data to single out the scattered signals
from the area of interest and the reduction of the direct illuminating signal that
fluctuates due to randem inhomogeneities and nonstationarities of the ocean medium.
To suppress the strongly fluctuating background, the Dark Field Method can be used.
[t conststs of filtering the low-{requency region of the spatial spectrum. The scheme,
using one horizontally distributed array of a length acceptable to satisfy the Fresnel
appruach,, produces a pseudo-image (single-view projections). Such a vision scheme
cannot produce good spatial resolution, especially aiong the axis connected the source
and receiving arrays. To improve the spatial resolution, a set of projections (pseudo-
images) can be used for the reconstruction of two-dimensional tomographic images
{28, 29, 34, 75-79, 132].
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7.2.3 Emission Tomography Methods

In emission tomegraphy an observation object is self-iliuminating, so this type
of OAT can be considered 1o be passive. For this method, which requires the
reconstruction of the spatial, temiporal, and frequency distributions of the sources, the
problein consists of overcoming the incorrectness due te the infiuence of non-
propagating waves in the ocean waveguide [23, 34, 39, 44, 45, 49, 57-59, 62, 88,
154].

7.3  PARTIALLY COHERENT IMAGING IN THE OCEAN

As experiments and theoretical investigations have shown, interference noise.
arising due to randomly distributed inhomogeneities and multi-ray and inulti-mode
propagation in the occan, can destroy the resuits of the tomographic reconstruction.
Partially Coherent (PC) illumination car. be used to reduce the interference noisc
influence in a waveguide.

The use of PC waves for tomographic reconstructiorn: in the ocean is based on
the peculiarities of forming partially coherent waves structures and interacting PC
waves with oceanic inhomogeneitics. As preliminary analysis has shown, weakly
divergent bund'es (WDBs) of partial waves with similar parameters exist for the
various different tvpes of oceanic waveguides. These bundles are characterized by a
high degree ccherence that diminishes relatively slowly despite the influence of
randomly distributed oceanic inhormogeneities.  Thus, WDBs can be used tor
tomographic reconstruction in the regions of the ccean where strong random
inhomogeneities, {e.g., intense ocean currents) are present.  Snne tomaographic
scheines, with PC illumination. have been discussed for the reconstruction of Targe.
smooth vceanic inhomogeneities, such as occan fronts, ana of spatially focalized
inhomogencities, such as fish shoals.

Another approach. closely connected with previous case, is the investization
of the use of PC waves for diftraction or Fresnel tomography schemes.  The
tomographic image in this case can be described by coherence functions. To analyze
the structure of the pseudo-image, the Transferal Contrast Function can be used. it
deicrmines the spaiial resolution and characterizes the spatial filtering of the images,
tfor example. for decreasing the dicect-illuminating field.

As can be shown. the Transteral Contrast Function is connecied with the
coherence function of the illuminating field, which is determined by the sizes and
frequency bands of the noise-acoustic source and the parameters of waveguide modes
(39, 40, 80, 8i, 82, 87, 136, 138, 154, 155, 161].

7.4  EQUIPMENT FOR OAT EXPERIMENTS
The major part of our discussion on OAT was related to the methods of OAT

and the results of computer simulations. But the experimental tesung in this field is
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a very important issue. [n great brevity, the major elements of experimental schemcs
are introduced in this book only to outline the problem.

In OAT there are many practical problems associated with the development of
the principles of designing and manufacturing of the elements of measuring
tomographic schemes. The design of low-frequency sources with a high level of
radiated acoustic energy and long linear arrays with position, navigation, and
synchronization control are among the problems. We have discussed some examples
of low-frequency experimental facilities, which were manufactured in the Institute of
Applied Physics (IAP) of Russian Academy of Sciences [17]. A low-frequency
electromagnetic monopole sources radiation system was built and tested successfully
in Arctic experiments. The system includes a large source operating between
approximately 50 and 90 Hz and a smaller one operating around 200 Hz. The sources
level of these projectors is in excess of 200 dB ref. 1 uPa. AP also produced a low-
frequency mobile linear antenna for mounting either vertically or horizontally.
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